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Abstract—Synthetic Aperture (SA) can be used for both
anatomic and functional imaging, where tissue motion and
blood velocity are revealed. Often, sequences optimized for
anatomic B-mode imaging are different from functional
sequences, as the best distribution and number of emissions
are different. B-mode sequences demand many emissions
for a high contrast, whereas flow sequences demand short
sequences for high correlations yielding accurate velocity
estimates. This paper hypothesizes that a single, universal
sequence can be developed for linear array SA imaging.
This sequence yields high quality linear and non-linear B-
mode images as well as accurate motion and flow estimates
for high and low blood velocities and super resolution
images. Interleaved sequences with positive and negative
pulse emissions for the same spherical virtual source were
used to enable flow estimation for high velocities and make
continuous long acquisitions for low velocity estimation.
An optimized pulse inversion (PI) sequence with 2× 12
virtual sources was implemented for four different linear
array probes connected to either a Verasonics Vantage
256 scanner or the SARUS experimental scanner. The
virtual sources were evenly distributed over the whole
aperture and permuted in emission order for making
flow estimation possible using 4, 8, or 12 virtual sources.
The frame rate was 208 Hz for fully independent images
for a pulse repetition frequency of 5 kHz, and recursive
imaging yielded 5,000 images per second. Data were
acquired from a phantom mimicking the carotid artery
with pulsating flow and the kidney of a Sprague-Dawley
rat. Examples include anatomic high contrast B-mode,
non-linear B-mode, tissue motion, power Doppler, color
flow mapping, vector velocity imaging and super resolution
imaging derived from the same data set and demonstrates
that all imaging modes can be shown retrospectively and
quantitative data derived from it.

I. INTRODUCTION

Synthetic aperture (SA) ultrasound imaging has for
a number of years been developed for making high
quality images due to its ability to employ dynamic
focus in both transmit and receive for optimal point

spread functions (PSF). Either spherical or plane waves
are transmitted and the scattered signal is received on
the elements of the probe [1–10]. The precise time of
flight for the individual points can thereby be determined
for all spatial positions ensuring optimal delay-and-sum
focusing and coherent summation, resulting in dynamic
focusing in both transmit and receive. The improved
image quality has been demonstrated in a small clini-
cal study [11]. Flow and motion imaging can also be
performed using SA sequences [8, 10, 12, 13] giving
major benefits in terms of continuous data everywhere
in the region of interest. This has led to very high
quality vector flow imaging [14], and the benefits have
also been proved for plane wave transmissions [10] with
improved sensitivity compared to normal sequential flow
imaging [15, 16]. Sequences for low velocity flow have
been developed [17] as well as sequences optimized for
fast flow [18, 19]. It has also been demonstrated that
non-linear imaging can be attained [20, 21]. Recently
super resolution imaging has also been achieved with
SA imaging [22–24].

These advantages for anatomic and flow SA imaging
have been known for more than 20 years [8], but
currently all of these applications employ different se-
quences, with different placements of the virtual source,
different sequence lengths and timings. This paper will
demonstrate that a single universal sequence can be used
for all of the imaging schemes mentioned above, thus,
yielding a complete data set in a single acquisition,
where the acquired data retrospectively can be employed
to yield all the different anatomic, functional, and super
resolution images along with a range of quantitative
parameters.

The demands on such a universal sequence are de-
scribed in Section II, and the selection of virtual sources
and their distribution is explained in Section III. The
sequence has been implemented on a Verasonics research
scanner for two linear array probes and on the experi-
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mental scanner SARUS for a 384-elements linear array.
Phantom and in vivo experiments on Sprague-Dawley
rats have been conducted as described in Section IV as
well as on a tissue mimicking flow phantoms with a
70% area constriction with pulsating flow and a carotid
artery phantom. Examples from these measurements are
shown in Section V, and the implications, limitations and
further developments are elucidated in Section VI.

SA imaging can be attained with any wave that
insonifies a major part of the region of interest. The
most studied are spherical waves and plane waves, which
are often called ultrafast imaging. The beamforming is
slightly different for the transmit delay calculations, but
the imaging is in principle the same. The paper will
therefore restrict the treatment to spherical emissions,
and similar optimizations can be employed for both wave
types [25, 26].

II. REQUIREMENTS ON COMPLETE SA SEQUENCES

The various imaging modes mentioned in the introduc-
tion give rise to different criteria for their optimization.
The demands are given below:

B-mode imaging: Here, the key parameters are res-
olution, primarily the Full-Width-Half-Max (FWHM)
resolution RFWHM , and contrast, which can be quantified
as the ratio between main and side-lobe energy.

Here RFWHM is estimated by

RFWHM = λF# = λ
D
W

= λ
D

NPe
= λ

D
Nλ

=
D
N
, (1)

where F# = D
W is the F-number, D is the imaging depth,

W is the width of the aperture, N is the number of active
elements, Pe is the pitch, which for a linear array often
is the wavelength λ . The optimal resolution is, thus,
determined by the number of elements in the aperture,
demanding that the virtual source should be separated as
much as possible in transmit, and that the full aperture
should be employed in receive.

The contrast in the image is the ratio between the
energy in the side-lobes relative to the total energy and
is defined as:

CR(r) = 20log10

√
Eout(r)
Etotal

, (2)

where Etotal is the total energy in the point spread
function and Eout(r) is the energy beyond a radius of
r [27]. This measure evaluates the contrast in the image,
and Eout(r) is calculated for a radius equal to 2.5λ .

This contrast is primarily determined by the number of
transmissions, the number of receiving elements, the F-
number and interpolation during beamforming. A high
number of transmissions lowers the frame rate, and a

high number of receiving elements results in a high data
bandwidth with large processing and storage demands in
the scanner. A compromise must therefore be reached
between these conflicting demands as investigated in
Section III.

Flow imaging: Here two high resolution images
(HRI) are correlated to yield the motion between the
two [13]. The HRIs are created by beamforming a low
resolution image (LRI) for the desired imaging region
for each emission and then sum these LRIs for all the
emissions. The maximum detectable velocity vmax is
proportional to the wavelength divided by the effective
time TPRF,e f f between HRIs [18, 28]:

vmax ≈ λ/TPRF,e f f (3)

This necessitates a short time between images, and
therefore sequences with few emissions are preferred.
This will, however, reduce contrast and make it difficult
to detect small vessels. A method for relaxing these
requirements is to use interleaved [18] and permuted
sequences, which can be employed in estimating the
highest possible velocities as described in Section III-B.

Motion compensation: Coherently summing the LRIs
acquired in SA imaging demands phase alignment. It has
been demonstrated that motion compensation in 1-D [29]
or 2-D [30] can increase image quality. This demands
that tissue motion is estimated, but this is essentially
the same processing as for flow imaging without echo
canceling and is therefore optimized in the same way.

Low velocity imaging: The lowest velocity possible
to estimate is essentially determined by the observation
time usable in the echo canceling. The SA sequences
should therefore be continuous, so data is available
everywhere in the image at all times. The lowest velocity
is then determined by the signal-to-noise ratio after echo
canceling [31] and how still the probe can be held. This
can often also be compensated for by tissue motion
corrections as described above to extend the available
time interval.

Non-linear imaging: Non-linear imaging uses the
harmonics of the transmitted spectrum generated either
by the non-linear ultrasound wave propagation or from
a non-linear scattering contrast agent. The non-linear
components can be isolated by either pulse inversion
[32, 33] or amplitude modulation [34]. Both methods
employ transmission of a number of consecutive pulses
with a change in phase or amplitude to isolate the non-
linear component by combining the received signals.
This has also been demonstrated in SA imaging in
[20, 21] and for contrast agent imaging in [35]. It will
be shown that non-linear imaging can be combined with
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interleaved flow imaging to yield sequences suitable for
both imaging types.

Super resolution imaging: The universal sequence
can also be used for super resolution imaging (SRI)
with or without contrast agents [22, 23]. The emitted
pressure has to be reduced to not disrupt the contrast
agent, and the sequence must be used for both non-linear
imaging of the agent and for finding the tissue motion
for compensating the microbubble positions [36]. The
sequence can also be used for SUper Resolution imaging
using the Erythrocytes (SURE), where the full FDA
range for the pressure emission can be used [24, 37].

Recursive imaging: The sequence should also support
recursive imaging [38] , where a new high resolution
image is generated after each emission. This can benefit
motion estimation, where high resolution images from
exactly the same emission sequence can be correlated,
and the correlation functions averaged as detailed in [13]
. This is also beneficial in super resolution imaging,
where a number of high resolution image sequences
equal to the number of emissions in the sequence can be
recursively generated and all yield detections to decrease
imaging time.

Functional imaging and derived metrics: The basic
anatomic and functional motion images can also be used
for deriving a number of useful metrics from the data.
This includes pressure gradient estimation, tissue motion,
elasticity, volume flow along with a larger range of other
metrics [17, 39–42].

Deriving a universal sequence will, thus, make it pos-
sible to retrospectively select which images and metrics
to show. It will allow switching between showing the
anatomy and the functional images for more compre-
hensive diagnostics, and will supplement the current
capabilities of ultrasound.

III. OPTIMIZING SEQUENCES

The optimization of SA sequences involves optimizing
the placement of the virtual sources, the temporal order
and repetition of the emissions, and the number of emit-
ting elements and Sections detailing these optimizations
are given below.

A. Spatial optimization

The first step in deriving a universal sequence is to
ensure a near optimal B-mode image quality. SA imaging
improves image quality by employing dynamic focusing
in both transmit and receive [9]. It is performed by mak-
ing a spherical transmission with a single or a collection
of elements [5, 43]. The origin of the wave is therefore
known precisely and can be used in the beamformation.
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Fig. 1. Definition of a virtual source emitted in direction of the
dashed line. The solid blue lines define the region for acceptable use
of the emitted wave with the acceptance angle φ . The gray boxes
are the elements, and the solid red line from the virtual source center
through an element indicates from where the apodization value should
be taken. Note that this virtual source has a negative F-number, as it
is placed behind the aperture and emits a diverging wave.

The scattered signal is then received by all elements of
the transducer. The path from transmission to reception
can, thus, be precisely calculated. A full 2-D image of
the object can be focused as the whole image region is
insonified. This is a LRI, as it is only focused in receive.
Repeating the process for all elements as transmitters
and summing all the LRIs will yield a HRI, which has
the best possible dynamical focus in both transmit and
receive.

1) Design of virtual transmit sources: The proper
design of the virtual transmit sources is vital for the SA
image quality. In the beamforming it is assumed that the
ultrasound emanates from the source, and that the field
can be described as a spherical wave.

The virtual source is defined by the distance behind
the aperture D, the width of the active aperture W , the
steering angle θ , and the F-number, F# = D/W , for the
transmission. The F-number determines the acceptance
angle given by [44]:

φ = 2arctan
(

1
2|F#|

)
. (4)

This indicates the angular span of the spherical wave
emitted by the virtual source, where it can be predicted
reliably. This is indicated at the acceptance region in Fig.
1. The span will often be smaller than the theoretical
angle, due to the angular sensitivity of the individual
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elements, especially for low F-numbers. The uniformity
of the wave is also determined by the apodization of
the active elements, which are determined by the F-
number, F#. For an un-steered virtual source the number
of elements corresponds to Ne = W/Pi, where Pi is the
element pitch.

An apodization is employed on each element to reduce
edge effects and maintain a uniform spherical wave
across the acceptance angle. Usually, a Hanning window
is employed giving an apodization value ai on element
i as:

ai = 0.5(1− cos(2π(1+ rp)/2)) (5)

where rp is the relative distance within the active aperture
given by rp = (xi − xc)/W . Here xi is the element
position, and xc is the coordinate at the virtual elements
center line, when it intersects the aperture (dashed line
in Fig. 1). For |rp|> 1 ai is set to zero, as the element
is outside the active aperture.

For a steered source the apodization values have to be
projected onto the direction orthogonal to the steering
direction. The angle between the line intersecting the
element and the virtual source steering direction is:

θ = ψ− arctan
(

vx− xi

vz− zi

)
, (6)

where (vx,vz) denotes the virtual source position, ψ is
the steering angle, and (xi,zi) is the element position.
The relative position is then given by:

rp =
Darctan(θ)

D/(cos(θ)F#)
= arctan(θ)cos(θ)F#, (7)

which is inserted into the apodization calculation.
The delays imposed on the individual elements are

determined by the distance from the virtual source to
the element. They are calculated as:

∆ti =
|~ri−~rvc|− |~rc−~rvc|

c
, (8)

where~ri is the element position,~rvc is the virtual source
position, c is the speed of sound, and ~rc is the point,
where the center line of the virtual source is intersecting
the aperture.

2) Optimized SA sequences: The contrast and reso-
lution of a SA sequence are dependent on the number
of virtual sources, their spread over the aperture, the
interpolation method between samples during beamform-
ing, and the transducer selected. This Section will show
an example for a linear array and describes the various
choices and their consequence for the sequence.

The basic principles for SA imaging and its optimiza-
tion are described in [25, 26]. A linear array transducer
with λ/2 pitch with 192 elements will be used as an
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Fig. 2. Resolutions laterally and axially for different numbers
of virtual source emissions. The selected sequence with 12 virtual
sources is marked in blue.
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Fig. 3. Contrast ratios for different numbers of virtual source
emissions for a phased array probe with λ/2 pitch and 192 elements.
The selected sequence with 12 virtual sources is marked in blue.

example. Virtual sources behind the transducer (negative
F-number) will be evenly distributed over the probe
surface, and the optimization criteria are the Full-Width-
Half-Max (FWHM) resolution axially and laterally along
with the contrast ratio (CR) defined in (2).

The probe has a pitch of λ/2 to avoid grating lobes
and have the maximum transmit acceptance angle. The
virtual sources are un-steered to optimize the imaging
in the rectangular region beneath the probe surface.
Steering can be included to increase the field of view
or increase signal-to-noise ratio by concentrating the
transmitted energy in the imaging region beneath the
array.
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Fig. 4. Contrast ratios for different numbers of virtual source
emissions for a linear array probe with λ pitch and 192 elements.

The focusing ability of the sequence is determined by
three F-numbers: The transmit F-number for the virtual
sources F#v, the F-number for synthesizing the transmit
beam F#t , and finally the F-number for the receiving
elements F#r. F#v should also be as low possible to
insonify the broadest possible region and still attain a
coherent, spherical wavefront. This is determined by the
element pitch, and an F-number of -0.5 can be attained
for λ/2 pitch for a focus behind the array to create
a diverging wave. For λ pitch, F#v can be around -
0.7. The F-numbers were determined by simulating the
emitted field from the virtual source, and ensuring that
the maximum delay deviation from the ideal spherical
wavefront was less than ±1/4 f0 to determine φ in (4) .
Here f0 is the center frequency of the probe. F#t and F#r
are used in the dynamic beamforming for calculating the
apodization profile for weighting of the virtual sources
and weighting between the receiving elements. This is
again determined by the element size and thereby their
directivity, which give F-numbers of 0.5 for λ/2 pitch
and 0.7 for λ pitch elements. All three F-numbers are set
to 0.5 for λ/2 pitch probes and 0.7 for λ pitch probes
throughout the paper.

The virtual sources are evenly distributed across the
aperture to maintain the lowest possible F-number F#t
in transmit. Field II simulations [45, 46] for point targets
have been conducted to reveal the influence of the
number of virtual emission sources as shown in Fig. 2,
where both the axial and lateral resolutions are shown.
The number of sources has a negligible influence on
the resolution, as they are optimally spread out over
the aperture. The axial resolution is constant throughout
depth and the lateral resolution increases with depth as
the effective F-number increases proportional to depth.

The effect on the contrast is shown in Fig. 3 for a range
of emissions for a phased array probe with λ/2 pitch and
192 elements. There is a large improvement in contrast

from emitting 4 to 12 times, especially for points close
to the probe. Increasing from 12 to 162 virtual emissions
gives a marginal improvement in image quality. A good
compromise between frame rate and contrast is 12 to 33
virtual emissions, which will yield a frame rate 6 to 18
times higher than traditional imaging with an improved
image quality, and which is only marginally worse than
using 5 to 13 times as many emissions.

A similar plot is shown in Fig. 4 for a range of
emissions for a linear array probe with λ pitch and 192
elements. A similar trend is seen with a large improve-
ment in contrast when going from 4 to 12 emissions with
negligible improvement for further increase in number
of emissions. The near field point spread function has
considerably higher side lobe levels due to the larger
elements, but the contrast is kept over a larger depth, due
to the larger array. The lowest side lobe levels are also
higher than for the phased array, because of the larger
elements, and the optimal array would be with λ/2 pitch
and 384 elements.

B. Temporal optimization: Interleaved and permuted se-
quences

The second optimization of the SA sequence is to
ensure an optimized temporal order and repetition of the
emissions for motion detection.

Velocities and motions are found by correlating ad-
jacent HRIs. The maximum detectable velocity vmax
is inversely proportional to the time TPRF,e f f between
two HRIs, which should be minimized to attain the
highest possible vmax. The minimum possible value is
the time interval between pulse emissions Tpr f , which
can be attained by interleaving two HRIs by repeating
the emissions as presented in [18, 19].

This approach also makes it possible to implement
pulse inversion by inverting the second emission or
amplitude modulation by manipulating the amplitude of
the second emission. The correlation operation for flow
estimation then just has to invert and amplify the second
emission.

Interleaving, thus, breaks the relationship between the
number of emissions in the SA sequence and vmax.
The drawback is that the correlation time is doubled,
and this can lead to de-correlation of the LRIs before
summation. A possible solution is to employ motion
correction before summation [29, 30] and in general keep
the sequence length short.

Another possibility to diminish de-correlation is to
reduce the time for making a HRI. This can be included
in the sequence by permutation of the virtual source. A
properly focused HRI should have the virtual sources
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Position of virtual sources in transmit:

Timing of emission sequence:
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Fig. 5. Universal SA sequence for linear array probes using 12 virtual sources, interleaving with pulse inversion, and permutation. The
top figure shows the linear, 192-elements array along with the placement of the virtual sources (colored circles) and their acceptance angles
(gray lines). The lower image shows the timing of the sequence consisting of 2 times 12 emissions due to the pulse inversion with different
colors for the three different sub-sequences. The lower row denotes the positive emissions and the upper row the negative emissions.

spread out over the aperture, and the 12 virtual sources
could be ordered in three sub-sequences of four emis-
sions, where each sub-sequence has the four emissions
spread out over the aperture. This makes it possible
to perform correlation after 2 times 4 emissions and
would lower the de-correlation by a factor of 3. The
correlation functions of the three groups could also be
summed to increase precision. The drawback of this
approach is a loss of contrast in each sub-sequence
due to the averaging of fewer received emissions, and
such an approach is best suited for large vessels with
high velocities and correspondingly high de-correlation.
Lower velocity flow for smaller vessels would benefit
from employing all the emissions, and would not be
impacted by the permutation.

C. Signal-to-noise optimization

The signal-to-noise ratio (SNR) in a SA sequence
using de-focused emissions is proportional to [5, 47]:

SNR ∝ MNTsNRsτs (9)

where M is the number of transmissions, NTs is the
number of transmit elements, NRs is the number of
receiving elements, and τs is the temporal duration of
the transmit signal. Increasing the number of transmit

elements will increase SNR, but will also decrease the
effective transmit aperture by NTs elements, as the virtual
source has to be placed further towards the center of the
aperture. The FWHM in transmit will, thus, decrease,
and that limits how many transmit elements should be
used. The SNR is also directly proportional to the num-
ber of emissions, so longer sequences increase SNR, but
this has to be balanced with the need for short sequences
for motion estimation. Further τs can be increased, which
lowers the axial resolution, if coded imaging is not used
[48–50].

D. Universal sequence

The suggested universal sequence is shown in Fig. 5.
The sequence contains 12 virtual sources evenly spread
out over the full aperture as shown on the top image. The
position of virtual source i is denoted by~ri. Each virtual
source is repeated with an inverted amplitude to enable
pulse inversion and interleaved velocity estimation. An
emission is denoted E+/−

n,~ri
, where i denotes the virtual

source number from 1 to 12, n is the emission number
from 1 to 24, and the superscript sign denotes whether
it is a positive or negative emission for pulse inversion.
The virtual sources are permuted to have three short
sub-sequences for high velocity flow, and the sequence
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emissions and sub-sequence correlation between the two HRIs in
the complete sequence. The negative emissions are multiplied by -1
before the correlation to determine the velocity.

is continuously repeated for obtaining data suitable for
low velocity flow and super resolution imaging [37].
The full sequence is shown in the lower image in Fig.
5, where yellow boxes denote the first sub-sequence,
green the second, and red the third sub-sequence. The
virtual sources are spread out over the aperture as much
as possible for each sub-sequence, so for the first sub-
sequence the virtual source positions start from the left
most virtual source, then emit for the right most source,
then a source in the middle left and finally in the middle
right of the aperture. The same distribution is used for
sub-sequence 2 and 3. The ordering of the virtual sources
used is then: 1, 12, 4, 9, 2, 11, 5, 8, 3, 10, 6, 7.

The time interval between the emissions is often se-
lected to be the same between all emissions and equal to
Tpr f . It can, however, be different for the various source
to extend the time for the whole sequence and reduce
the data rate. This is indicated in the lower time line
in Fig. 5, where the time between positive and negative
emissions, Tminor, is kept short for having the highest
correlation and best suppression of the fundamental
component in the pulse inversion, and a longer time,
Tma jor, is used between different virtual sources. The
sequence can also use other non-linear approaches like
amplitude modulation. Here, three emissions are used for
each virtual source [51–53], where all elements for the
virtual source are used first, and then the odd and finally
even elements emit.

The overall processing for finding motion or blood
velocity is illustrated in Fig. 6 . The LRIs for the negative
and positive emissions are each summed, and the HRI for
the negative emissions is multiplied by -1 before being
correlated with the HRI for the positive emissions to
estimate the velocity. This can be performed for each line
in the HRIs, but the correlation is often summed over a
region of the image and over several HRIs to improve the

correlation estimate and, hence, the velocity or motion
estimate. The value of Tminor in Fig. 5 determines the
maximum detectable velocity, which is proportional to

vmax ∝ λ/Tminor. (10)

Having a low value of Tminor, thus, gives a high max-
imum detectable velocity and is only restricted by the
imaging depth (Tminor > 2D/c, where D is the imaging
depth).

In recursive imaging the last two emissions replace
the two oldest ones, the correlation is calculated and
averaged with previous correlation estimates to improve
accuracy [13, 38]. Velocity estimation can also be made
using only one of the sub-sequences for reducing motion
artifacts during summing of the LRIs, with a reduction
in contrast as a consequence.

Thirtytwo elements are used in de-focused transmis-
sions for the virtual sources to have a good SNR and not
limit the active transmit aperture too much.

The data rate and the amount of data can also be
reduced by only sampling some of the elements during
receive. This could be the sub-set of elements closest to
the center of the virtual source. This will only affect the
SNR, contrast and focusing for larger depths, where the
acceptance angle is so large that elements outside the
sampled ones should be included in the focusing.

IV. MEASUREMENT SETUP

The universal pulse inversion (PI) sequence with
2 x 12 virtual sources was implemented for both a
168-elements GE L8-18i, a 256-elements GE L3-12D,
and a 192-elements GE 9L-D linear array probes (GE
Medical, Chicago, IL, USA) connected to a Verasonics
Vantage 256 scanner (Verasonics, Kirkland, WA, USA).
All probes have a pitch of λ . The virtual sources were
evenly distributed over the whole aperture and permuted
in emission order for making flow estimation possible
using 4, 8, or 12 virtual sources. The transmit frequency
was 10 MHz for the GE L8-18i probe, and all 168
elements were sampled at sampling frequency fs of 62.5
MHz with 14 bits precision. The frame rate was 208
Hz for fully independent images for a pulse repetition
frequency fpr f of 5 kHz, and recursive imaging yielded
5,000 images per second. The GE L3-12D probe used a
6 MHz transmit frequency and the GE 9L-D used 7 MHz
and for both fs was 31.5 MHz. The GE L3-12D probe
used a 2-1 multiplexing and the 128 elements closest
to the center element of the transmitting virtual source
were sampled during receive. An fpr f of 10 kHz was
employed for a frame rate of 417 Hz.

Data were acquired on a 60% area reduction phan-
tom with pulsating flow driven by a CompuFlow 1000
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A B

C D

Fig. 7. Examples of in vivo images of a rat kidney using data acquired from a single interleaved, permuted pulse inversion sequence. The
various images are: A - B-mode, B - non-linear, C - tissue motion, D - Power Doppler. The arrows in C indicate direction and magnitude
of the motion. The brightness in D is proportional to the flow.

Flow System (Shelley Medical Imaging Technologies,
Toronto, Ontario, Canada) using the cartoid2 pulse wave-
form. Data for 10 cardiac cycles of 840 ms were ac-
quired, and the results from the cycles were aligned to
reveal the relative standard deviation.

In vivo data from the kidney of an anesthetized
Sprague-Dawley rat were acquired using the GE L8-18i
probe directly on the exposed kidney. Data were acquired
for 84 seconds and stored in RAM for later processing.

Data were also acquired using the SARUS experimen-
tal ultrasound scanner [54] with an experimental 384-
elements λ/2 pitch linear array operating at 6 MHz.
Here, a 3-D printed carotid bifurcation phantom was
used [55–57] and the same 12×2 emissions sequence
was employed with interleaving and permutation. The
pulsating flow was identical to that used for the con-
striction phantom.

All data were beamformed using the GPU code de-
veloped in [58] for all imaging modes. The axial sam-
pling interval was λ/8 and the lateral sampling interval
was λ/4. Motion estimation for both tissue and blood
velocity was made using the directional transverse os-
cillation (DTO) approach [59] using the auto-correlation

estimator [60]. The transverse oscillation was introduced
by filtration in the frequency domain of the complex
beamformed RF data as suggested in [61] with a lateral
wavelength λx equal to 3λ and a lateral pulse length of
6λ .

V. IMAGING EXAMPLES

Four different examples of using the sequence are
given in this Section. This includes in vivo examples
from a rat kidney in Section V-A, phantom measure-
ments on a constricted phantom with the GE linear array
probe in Section V-B, carotid phantom examples for the
384-elements, λ/2 pitch linear array probe in Section
V-C, and finally pressure difference estimation for the
carotid phantom using the GE L3-12D probe.

A. In vivo example from a rat kidney

Imaging examples from the Sprague-Dawley rat kid-
ney are shown in Fig. 7, where the top left (A) shows
the anatomic B-mode image at a dynamic range of 60
dB. Employing both the positive and negative emissions
yields the pulse inversion image shown on the top right
(B).
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The Field II simulated resolution for the linear setup
at 22 mm is here 0.74λ in the lateral direction, the
axial resolution is 0.59λ , and the contrast ratio is -56.7
dB using the positive emissions, which corresponds to
the results obtained in Section III-A2. The 32-elements
emissions gave a penetration of 410λ (SNR equal to 0
dB) for the linear array probe, when measured on a tissue
mimicking phantom with an attenuation of 0.5 dB/[MHz
cm].

The rat had a heart rate of 290 beats/min and was
ventilated at 71 breaths/min. Averaging motion estimates
over a 2 x 2 mm tissue region gives the motion data
shown in Fig. 7C, where the arrows indicate motion
components in the axial and lateral direction. Isolating
the individual components gives a standard deviation of
1.06 µm and 2.06 µm for the axial and lateral motions
for the heart beats and of 0.49 µm and 0.75 µm for the
breathing motion [36].

These motion estimates can be used for tissue motion
correction to fully align the tissue across all the images.
The motion field as a function of space and time is
used for correcting the RF signals for the LRIs back
to the reference position using spline interpolation of the
complex data, so they align as explained in[36, 37]. Then
the tissue component can be removed by subtracting the
images before and after the current image. Hereby, the
flow is left and averaging across 2.3 seconds of data
gives the power Doppler image shown in Fig. 7D.

The sequence can also be used for super resolution
imaging using the erythrocytes (SURE) [24, 37]. Here,
the tissue motion is estimated and used for aligning the
LRIs before summation and echo canceling. Peaks in the
flow image are then summed to reveal the SURE image
as shown in Fig. 8, where the left image (A) uses the
HRIs in detection. The right image (B) uses recursive
imaging [38], where a new HRI is generated after each
emission for a frame rate of 5000 Hz. This increases the
number of detections by a factor of 24 for this sequence,
and thereby increases the contrast in the image shown
on the right.

B. Constricted phantom example

The 256-elements GE L3-12D linear array probe has
been used for investigating the flow in a 3-D printed
constriction phantom, and the corresponding images are
shown in Fig. 9 for both color flow mapping (CFM)
and DTO vector flow imaging. It can be seen how the
CFM velocity estimates are very low, whereas the DTO
estimates correctly depicts the blood velocity magnitude.
The velocity estimates across several heart beats have
been aligned as shown in Fig. 10 at the center of the

constriction. The precision of the heart beats in terms
of the mean standard deviation can be calculated from
this and is 3.69 % (0.0161 m/s) compared to the peak
velocity in the vessel of 0.49 m/s.

C. Phantom measurements using λ/2 pitch probe with
sub-sequences

The PSF from using a larger λ/2 pitch probe with 384
elements is shown in Fig. 11. The data were acquired
for all 384 elements using the SARUS scanner, and data
were beamformed using an F-number of 0.5 for both
transmission and reception giving a higher resolution
than for the λ pitch probes. The lateral resolution was
0.57 λ and the side-lobe level was -44.9 dB, when
measured on a wire phantom in water.

Vector flow in the carotid artery phantom at its bifur-
cation is shown in Fig. 12 on the top left when using the
full sequence. One of the sub-sequences 1 to 3 in Fig. 5
can also be used for flow estimation. This is shown in the
top right image for sub-sequence 3. Finding the SD over
the 10 cardiac cycles for the measurement gives a relative
SD for axial velocity of 5.3% (full) and 4.2% (sub) and
3.9% (full) and 5.1% (sub) for the lateral velocity, so the
penalty of using the short sequence is marginal.

D. Functional imaging: Pressure difference estimation

The data acquired can also be used for functional
imaging and for deriving various parameters from the
flow data like peak and mean velocities, volume flows,
resistive index and pressure difference. An example of
this for the GE 9L-D linear array probe used on the
carotid phantom is shown in Fig. 13 using the method
described in [62]. Here, a starting point is selected in
the image and a trajectory following the flow lines
is automatically made. The pressure difference is then
calculated between the end points, and the pressure
difference as a function of time can be estimated as
shown on the bottom figure for three cardiac cycles. The
precision of the estimates is on the order of a few Pa.
A starting point can be selected retrospectively in the
data, and the uncertainty and invasiveness of placing a
catheter is avoided.

VI. DISCUSSION AND IMPLICATIONS

It has been demonstrated that a single universal se-
quence can be devised for both anatomic, functional
and super resolution imaging with near optimal perfor-
mance for both the B-mode image and flow imaging.
It can estimate the maximum detectable velocity as the
time between HRIs is Tpr f for a maximum velocity of
vmax ∝ λ/Tpr f . This pulse repetition frequency is limited
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A B

Fig. 8. Examples of in vivo super resolution images of a rat kidney using data acquired from the interleaved, permuted pulse inversion
sequence. The left image shows the SURE image for the high resolution images and the right is when recursive imaging has been performed
to increase the frame rate to 5000 Hz.

A B

Fig. 9. Examples of color flow (A) and vector flow (B) images from the carotid artery phantom. The color values indicate velocity magnitude
and the arrows in the right image indicates both direction and magnitude. The flow is near to perpendicular to the ultrasound propagation
direction, and the axial components are therefore low.

Fig. 10. Mean lateral velocity profile over time for 10 cardiac cycles
at the center of the constriction in Fig. 9B.

by the imaging depth D: fpr f = 1/Tpr f = c/(2D) and
the maximum detectable velocity therefore equals that
obtainable in conventional imaging, where data only is

Fig. 11. PSF from a wire phantom for the experimental 384-elements
λ/2 pitch probe. The distance between the contour lines is 6 dB, and
the resolution is 0.57 λ .

acquired in one direction. The sequence is also continu-
ous and has therefore no upper limit on the observation
time for the data, which benefits both echo canceling
and its ability to estimate low velocity flow and super
resolution imaging.
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Fig. 12. Vector flow images measured on a 3-D printed carotid artery phantom at its bifurcation. The top left shows the image when using
all emissions in the sequence, and the top right is when using only the last sub-sequence with four emissions (the red emissions in Fig. 5).
The two bottom plots show the corresponding performance for the lateral velocity component for the two sequences.

The imaging performed here employed spherical
waves, but the same method can also be employed for
plane waves. For a λ/2 pitch probe only 21 plane wave
emissions were needed for optimal imaging in [25],
and 32 emissions were needed for optimal SA imaging
in [26]. Comprehensive simulation should be used to
determine the optimal set of emissions taking number
of plane waves and their angle span into account.

High velocities can also be estimated by just emitting
from a single source as is used in ultra fast imaging,
but the consequence is here that no transmit focusing
is attained and the B-mode has a low quality and the
contrast is low, hampering the detectability of small
vessels. The developed sequence contains three sub-
sequences with four emissions covering the full aperture.
For shallow depths the image will have regions with
gaps in the emitted fields for large arrays, few emissions
sources, or large F-numbers in transmit for the sub-
sequences, and this affects both anatomic and functional
image quality. The problem can be mitigated based on
the acceptance angle of the emitting sources as shown in
the top image in Fig. 5 , by selecting the imaging depth

sufficiently large for the sources to cover the region of
interest. This is demonstrated in Fig. 12 , where sub-
sequence 3 yields roughly the same performance as the
full sequence. Imaging closer to the probe will for the
sub-sequences give artifacts as parts of the image is not
insonified, and the full sequence has to be employed.
This can be seen in the upper vessel branch on the right,
where proper velocity estimates cannot be made, whereas
deeper lying vessels placed at the image center have
satisfactory estimates. The advantage of using the sub-
sequence is the shorter averaging time, which reduces
motion artifacts within the HRI. The drawback is the
lower contrast as shown in Figs. 3 and 4 for few
emissions.

Two arrays with λ and λ/2 pitch were simulated
showing that the smaller pitch elements yielded lower
side lobe levels especially close to the array. The side
lobe levels are, however, maintained over a longer range
of depths due to the larger λ pitch array, indicating that
an optimal choice is the 384 elements λ/2 pitch array.
This would entail more measurement channels, but this
can potentially be leveraged by employing multiplexing
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Fig. 13. Pressure difference estimation using the universal sequence.
The top image shows the trajectory for the pressure gradient estima-
tion, and the bottom image shows the estimated pressure difference
between the two end points of the trajectory for three cardiac cycles.

as demonstrated in the 256-elements GE L3-12D linear
array probe. Here, the 128 receiving elements closest to
the virtual source were sampled.

The universal sequence suggested uses pulse inver-
sion for non-linear imaging. It is also possible to use
amplitude modulation for the non-linear part. This is
often implemented for the binary transmitters used in
the Verasonics scanner by having a full transmission
with all elements and then having two emissions with
the even and odd elements, respectively. This can also
be used for universal imaging by combining the two last
emissions into one and then assuming the time between
emissions is 1.5Tpr f . This will allow all imaging modes
to be attained, although at a lower frame rate from the
3 emissions for a single virtual source.

The sequence devised here is not claimed to be
optimal. It was shown that the 12 virtual sources yield
a contrast close to the optimal SA contrast, when emit-

ting with all possible virtual sources, so only marginal
optimization is probably possible.

The major benefit of such a sequence is the possibility
of acquiring a complete data set usable for all common
imaging modes with good precision, and that it can both
be used for real time processing and also stored for later
investigation. Retrospective processing can thereby yield
any type of image and give precise quantitative metrics
derivable from this.
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[56] J. B. Olesen, C. A. Villagómez Hoyos, N. D. Møller, C. Ew-
ertsen, K. L. Hansen, M. B. Nielsen, B. Bech, L. Lönn, M. S.
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