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Summary

Super-resolution ultrasound imaging (SRI) can achieve a resolution beyond the spatial

resolution imposed by the conventional diffraction-limited imaging systems. SRI com-

bines many image and signal processing methods to detect and track contrast agents, i.e.,

microbubbles (MBs), down to the very smallest vessels. The technique can resolve tiny

vessels that are impossible to image with conventional ultrasound imaging. Therefore,

SRI has a big potential in medical imaging with clinical applications in diagnosing and

monitoring vascular diseases, cancer, and diabetes. However, various trade-offs make SRI

challenging in many scenarios. Spatial vs. temporal resolution, acquisition time vs. MB

concentration, MB concentration vs. localization precision, and tissue motion vs. image

resolution are only some of the known trade-offs. This Ph.D. project aimed to develop

an improved processing pipeline that can cope with tissue motion and MB tracking in a

complex vascular tree such as the rodent renal vasculature.

All the data for the projects were acquired with a commercial BK5000 scanner with a

frame rate of 50 Hz and a linear array probe or their equivalent simulation models. An

SRI processing pipeline, adapted to the BK5000 scanner, was outlined prior to this Ph.D.

project, and my work involved making the pipeline more robust.

The first improvement was attained by adding a motion correction algorithm to the

SRI processing pipeline. The timing between the CEUS and B-mode images was used to

bind motion field and MB positions together, providing motion-corrected MB positions.

The in-plane motion was estimated with a mean precision below 10 µm in the rat kidneys,

resulting in an enhancement in the resolution from 90 µm before the motion correction to

55 µm after the motion correction.

Next, the SR images were improved by employing more advanced tracking methods.

It was shown that the tracking performance can be improved by using Kalman and

hierarchical Kalman trackers. This part of the project has been continued by upgrading

the Kalman-based trackers with a forward-backward approach.

Lastly, the quantification of SR images was investigated. A primary classification and

segmentation method showed the possibilities for quantifying the morphology and dynam-

ics of the attained SR images of the rat renal vasculature. The statistically significantly

different features between vein and artery tracks in the SR images were investigated to

explore possibilities for automated image segmentation, and the challenging problems

with quantifying the track-based vascular structures and dynamics were discussed.
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Resumé

Med super-resolution ultrasound imaging (SRI) kan man opnå en billedopløsning, som

er ud over den, de konventionelle diffraktionsbegrænsede ultralydssystemer kan opnå.

SRI kombinerer mange billed- og signalbehandlingsmetoder til at detektere og spore

mikrobobler (MB, ultralydskontrast) på deres vej ud i de allermindste kar. Teknikken

har et stort potentiale inden for medicinsk billeddannelse til diagnosticering og be-

handlingsmonitorering af vaskulære sygdomme, cancer og diabetes. Forskellige ele-

menter i SRI-billeddannelsen gør teknikken udfordrende at anvende i mange situationer.

Rumlig opløsning vs. tidsmæssig opløsning, scanningstid vs. MB-koncentration, MB-

koncentration vs. lokaliseringspræcision og vævsbevægelse vs. billedopløsning er blot

nogle af de forhold, man skal afveje, når man skal scanne og processere super-resolution

(SR)-billederne.

Dette ph.d.-projekt havde til formål at udvikle en forbedret processeringspipeline,

der kunne korrigere vævsbevægelser og forbedre sporingen af MB’er i et komplekst

vaskulært netværk med udgangspunkt i rottenyrers kar. Data blev indsamlet med en

kommerciel BK5000-scanner med en billedhastighed på 50 Hz og en lineær transducer,

eller tilsvarende simuleringsmodeller til in silico forsøg. En SR-processingspipeline,

tilpasset BK-5000 scanneren, blev skitseret forud for dette Ph.D. projekt, og mit primære

arbejde lå i at gøre pipelinen mere robust.

Den første forbedring af pipelinen blev opnået ved at udvikle en algoritme til korrek-

tion af vævsbevægelser. Timingen mellem de kontrastforstærkede billeder af MB’erne

og B-mode billederne blev brugt til at koble bevægelsesfeltet og MB’ernes positioner

sammen, hvilket gav bevægelseskorrigerede MB-positioner. Når vi scannede rottenyrerne

blev bevægelsen i billedplanet estimeret med en gennemsnitlig præcision under 10 µm,

hvilket resulterede i en forbedring af opløsningen fra 90 µm før bevægelseskorrektionen

til 55 µm efter bevægelseskorrektionen.

Dernæst blev SR-billederne forbedret ved at anvende mere avancerede sporingsme-

toder. Arbejdet viste, at sporingen af MB’er kan forbedres ved at bruge Kalman og

hierarkiske Kalman-trackere. Sidenhen er denne del af projektet er blevet videreført ved

at opgradere de Kalman-baserede trackere med en fremad-bagud tracking-teknik.

Slutteligt blev kvantificering af SR-billederne undersøgt. En klassifikations- og seg-

menteringsmetode blev brugt til at vise mulighederne for at kvantificere henholdsvis

morfologiske og dynamiske dele af rottenyrekarrene. Statistisk signifikante forskelle

ix
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på forskellige karakteristika mellem vene- og arterie-tracks blev undersøgt i forhold til

automatisk adskillelse af arterier og vener, og de mange udfordrende problemer i forhold

til kvantificering af kar baseret på MB-tracks blev diskuteret.
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CHAPTER 1
Introduction

1.1 Background

The spatial resolution of imaging systems has conventionally been limited by diffraction,

meaning that it has not been possible to resolve two structures located spatially closer than

half of a wavelength. Many efforts have been made to acquire images with high resolution,

literally named super-resolution imaging. A direct approach to increase the resolution is

using higher frequency (Lockwood et al. 1996); however, this is limited by both hardware

and attenuation of high frequencies in the tissue. Since the spatial resolution close to the

probe is proportional to the distance with respect to the object rather than the wavelength,

near-field imaging can be employed for super-resolution imaging in the shallow depths

(Fink and Tanter 2010; Shekhawat and Dravid 2005).

In this study, the terms ultrasound super-resolution imaging (SRI), ultrasound local-

ization microscopy (ULM), or super-resolution ultrasound (SRUS) refer to ultrasound

imaging techniques that can achieve a sub-wavelength resolution (λ/n with n > 2) in

the deep tissue. These techniques were primarily inspired by the breakthrough invention

in optical microscopy (Barnett and Ziskin 2007; Hess, Girirajan, and Mason 2006; Rust,

Bates, and Zhuang 2006), which led to the 2014 Chemistry Nobel Prize to Eric Betzig,

Stefan Hell, and William Moerner. Their techniques were based on fast cameras and

switchable fluorescence sources, of which only a selective subset of sources was activated

in each image to avoid the diffraction limit of the close sources. The accumulation of a

stack of these images, each with a different subset of spatially separated sources, allowed

the creation of a final image with a resolution beyond the diffraction limit, although each

frame were diffraction-limited.

This idea was brought to ultrasound imaging in 2010 (Couture, Tanter, and Fink

2010) and the first in vitro SRI was acquired in 2011 (Couture, Besson, et al. 2011),

showing the ability of the SRI technique to visualize a single micro-channel containing

microbubble (MB)s. The first in vivo SRI was introduced at the same time (Siepmann

et al. 2011), where a diluted infusion of contrast agents was used to provide isolated

MBs in the diffraction-limited frames. An in vitro investigation of resolving two spatially

close channels confirmed that SRI could resolve vessels with a distance less than half of

a wavelength (Viessmann et al. 2013). Since then, the field has been progressed rapidly

and comprehensive reviews of the field can be found in (Couture, Hingot, et al. 2018) and

(Christensen-Jeffries, Couture, et al. 2020).

The challenges in making and using an super-resolution (SR) image can be divided

1
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into five categories: 1) detection of individual MBs, 2) tissue motion correction, 3) MB

tracking, 4) interpretation of the data, and 5) curse of dimensionality for 3D SRI.

The first challenge was how to resolve isolated contrast agents, and the straightfor-

ward solution was using diluted MBs. However, using diluted MBs imposed long data

acquisition requirements for full saturation and visualization of the entire vessel bed. It

was shown that there is a compromise between the spatial resolution and acquisition time

that is imposed by the microvascular flow (Hingot et al. 2019).

Moving from in vitro to in vivo studies revealed also the second challenge of ultrasound

SRI. Motion in the in vivo data was inevitable, and therefore, many early in vivo studies

where focused on a fixated object, e.g. mouse-ear (Christensen-Jeffries, Browning, et

al. 2015) and rat brain (Errico et al. 2015). However, in real clinical application, it is

not always possible to fixate internal organs like kidneys, and the overall motion could

be larger than the size of vessels. Therefore, some motion correction methods were

developed to cope with scanning moving objects. Hansen et al. (2016) showed that motion

correction of data from a rat kidney could increase precision from 22 to 8 µm for a single

vessel. In (Foiret et al. 2017), the effect of motion was reduced by excluding frames

with a high motion from breathing, yielding a resolution of 2.1 µm in the axial direction

and 6.1 µm in the lateral direction. Two-stage motion correction was applied in Harput,

Christensen-Jeffries, Brown, et al. (2018) with a combination of affine registration for the

global motion and nonrigid registration for estimation of the local deformation of tissue.

This required a nonrigid transformation estimator and reduced the width of the micro-

vessels by a factor of roughly 1.5. Recently, Kierski et al. (2020) investigated a more

advanced imaging technique by combining ultrasound microscopy and dual-frequency

imaging technique for obtaining a high signal-to-noise ratio (SNR) and a high frame rate.

Segments of 100 contrast images with a frame rate of 500 Hz were acquired, followed by

B-mode images with a frame rate of 5 Hz. The B-mode frame rate was only sufficient to

capture the motion from breathing, and more rapid movements had to be discarded.

Tracking of MBs is another important part of the ultrasound SRI, as it improves the

final quality and sharpness of the SR images. Tracking also enables the estimation of clini-

cally meaningful parameters, such as blood flow velocity. However, tracking performance

degrades in the presence of high MB concentrations and localization uncertainty. The

third challenge is therefore the development of a high performance tracking algorithm.

As ultrasound SRI was primarily inspired by optical microscopy, many of the optical

particle tracking methods have the same potentials in ultrasound SRI. These methods

range from the simple nearest neibour (NN) (Crocker and Grier 1996) to multi-frame data

structure techniques such as dynamic programming (Geiger et al. 1995; Rink et al. 2005),

combinatorial schemes (Sbalzarini and Koumoutsakos 2005; Song et al. 2017), multi

hypothesis tracking (Ulman et al. 2017), and using explicit motion models (e.g., Kalman

filtering) (Godinez et al. 2009; Ku et al. 2009). These tracking approaches together with

different localization methods were objectively compared in (Chenouard et al. 2014),

and it was shown that tracking based on the Kalman filtering outperformed other meth-

ods in most of the examined scenarios; however, none of the trackers performed best
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across all scenarios. In 2015, the first in vivo ultrasound SRI with velocity mapping

was introduced (Christensen-Jeffries, Browning, et al. 2015). While the approach used

basic maximum intensity cross-correlation within a small search window, it revealed the

great potential of resolving flow velocities in vessels located close to each other. At the

same time, an NN tracker was used for the velocity estimation in ultrasound SRI (Errico

et al. 2015). In 2016, a modified version of the Markov chain Monte Carlo data associ-

ation was implemented for the detection and tracking of MBs. The proposed approach

demanded higher computational complexity and was not compared with other tracking

algorithms (Ackermann and Schmitz 2016). In 2017, the optimal assignment of distances

was used to improve the basic greedy-based NN assignment to achieve total minimum

distance (Song et al. 2017). This optimal assignment was based on the Hungarian algo-

rithm (Kuhn 1955). Finally, the Kalman-based trackers were employed in ultrasound

SRI and used in very recent works in 2019 and 2020 (Solomon et al. 2019; S. Tang et al.

2020).

In conventional vascular ultrasound imaging, the field of view usually contains a few

large vessels, which allows easy classification of the arteries and veins. Such classification

is also crucial in SRI, but is more challenging due to the plentiness and complexity of

vessels in the image. It brings us to the forth challenge in SRI which is the quantification.

Since the resolution of conventional ultrasound has been limited to the macrovasculature,

the morphological segmentation has been performed manually by the operator, and the

studies with automatic segmentation have been restricted to the quantification of large

vessels in the conventional B-mode images (Amir-Khalili, Hamarneh, and Abugharbieh

2015; Smistad and Løvstakken 2016) or tissue perfusion in contrast enhanced ultrasound

(CEUS) (Wei et al. 2001). Entering the microscopic realm demands development of

automated or semi-automated vessel segmentation algorithms. Ultrasound SR images are

made from an accumulation of hundreds of thousands of MB trajectories, called a track

map. Contrary to the conventional vascular imaging, each vessel in an SR image may not

appear as a solid structure or get filled completely with MB tracks. Therefore, available

segmentation techniques can easily misinterpret individual tracks as an individual vessel

or fail to distinguish the structures in the ultrasound SR image. So far, the quantification

of ultrasound SR images has been performed manually based on region of interest (ROI)

(Andersen, Hoyos, et al. 2019; Andersen, Taghavi, et al. 2020; Lowerison et al. 2020;

Ozdemir et al. 2021; Søgaard et al. 2020), or a single tube characterization for the

validation of the SRI (Harput, Toulemonde, et al. 2020; Jensen et al. 2020).

Last but not least, motion correction and tracking of data using 2D information

are challenging since the actual vessel structures are 3D, and motion exists in all three

dimensions. The difficulty in the quantification of the projected 3D volumes into 2D

images has lit up another necessity in ultrasound SRI, which is the need to move to 3D

and volumetric SRI. The increasing number of data channels in 3D SRI imposes higher

complexity and dimensionality for both hardware and software, making implementation

of 3D SRI challenging. However, 3D SRI has been recently attained using matrix

probes (Chavignon et al. 2020; Heiles et al. 2019), 2D sparse array (Harput, Christensen-
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Jeffries, Ramalli, et al. 2019), and row-column arrays (Jensen et al. 2020).

1.2 Purpose and Motivation

This PhD project is part of a larger project with collaboration between the Technical Uni-

versity of Denmark, Copenhagen University, Copenhagen University Hospital (Rigshospi-

talet), and BK Medical ApS. The overall goal of the project was to translate novel new

super resolution techniques from research to commercial and clinical use. In particular,

this PhD project focused on giving solution to several of the above mention challenges in

ultrasound SRI. This was done by development of a super-resolution processing pipeline

with the ability to visualize micro vessels from in vivo rat kidneys using a commercial

ultrasound scanner. Various methods, including tissue motion correction, MB tracking,

and quantification of SR images were developed and evaluated. The software and algo-

rithms were primarily developed for a 2D imaging setup. However, the perspective is to

extend ultrasound SRI to 3D and use it as a tool for diagnosis of some diseases, including

cancer and diabetes. These kinds of diseases might alter the microvasculature in their

early stages of development, and quantitative study of microvasculature using ultrasound

SRI could be a break-through in clinical diagnostics.

1.3 Scientific Contributions

A list of published and submitted papers during this PhD project is shown below. The

contribution to each paper is described. These papers can be found in the appendix.

1.3.1 Journal papers

• Paper 1:

I. Taghavi, S.B. Andersen, C.A.V. Hoyos, M.B. Nielsen, C.M. Sørensen, and

J.A.Jensen.

”In vivo Motion Correction in Super Resolution Imaging of Rat Kidneys.”

In IEEE Trans. Ultrasons., Ferroelec., Freq. Contr., 2021

Contribution: Development of the SRI processing pipeline with a motion

correction algorithm according to the BK5000 imaging sequence. Evaluation of

resolution using the Fourier ring correlation.

• Paper 2:

S.B. Andersen, I. Taghavi, C.A.V. Hoyos, S.B. Søgaard, F. Gran, L. Lonn, K.L.

Hansen, J.A. Jensen, M.B. Nielsen, and C.M. Sørensen.

”Super-resolution imaging with ultrasound for visualization of the renal microvascu-

lature in rats before and after renal ischemia: A pilot study.”

In Diagnostics, 2020
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Contribution: Development of Software and SRI processing pipeline. Image

processing and quantification of velocities estimates.

• Paper 3:

S.B. Andersen, I. Taghavi, H.M. Kjer, S.B. Søgaard, C. Gundlach, V.A. Dahl, M.B.

Nielsen, A.B. Dahl, J.A. Jensen, and C.M. Sørensen.

”Evaluation of 2D super-resolution ultrasound imaging of the rat renal vasculature

using ex vivo micro-computed tomography.”

In Scientific Reports, 2021

Contribution: Image processing and quantification of structure. Development

of software and SRI processing pipeline.

• Paper 4:

I. Taghavi, S.B. Andersen, M. Schou, C.A.V. Hoyos, F. Gran, M.B. Nielsen, C.M.

Sørensen, and J.A. Jensen.

”Ultrasound Super-Resolution Imaging with a Hierarchical Kalman Tracker”

In Ultrasonics, 2022

Contribution: Main author of the article. Development of algorithms for

tracking, evaluation, and simulation. Image processing and development of SRI

processing pipeline.

• Paper 5:

I. Taghavi, S.B. Andersen, S.B. Sørgaard, M.B. Nielsen, C.M. Sørrensen, M.B.

Stuart, and J. A. Jensen

”Blood Vessel Segmentation in Super-Resolution Ultrasound Imaging of Healthy

Rat Kidneys.”

In IEEE Trans. Ultrasons., Ferroelec., Freq. Contr., 2022, Submitted/In preparation

Contribution: Main author of the article. Development of algorithms for

quantification and evaluation of statistical significance. Image processing and

development of SRI processing pipeline.

• Paper 6:

S.B. Andersen, I. Taghavi, S.B. Sørgaard, C.A.V. Hoyos, M.B. Nielsen, J.A. Jensen,

and C.M. Sørensen.

”Super-resolution ultrasound imaging can quantify alterations in intrarenal mi-

crobubble velocities in rats.”

In Diagnostics, 2022, Submitted/In preparation

Contribution: Image processing and quantification of velocities. Development

of software and SRI processing pipeline.

1.3.1.1 CONFERENCE PAPERS

• Paper 7:

S. B. Andersen, C. A. V. Hoyos, I. Taghavi, F. Gran, K. L. Hansen, C. M. Sørensen,
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J. A. Jensen, and M. B. Nielsen

”Super-Resolution Ultrasound Imaging of Rat Kidneys before and after Ischemia-

Reperfusion”

In Proc. IEEE Ultrasons. Symp., pp. 1169-1172, 2019.

Contribution: Image processing and software development.

• Paper 8:

I. Taghavi, S.B. Andersen, C.A.V. Hoyos, M. Schou, S.H. Øygard, F. Gran, K.L.

Hansen, C.M. Sørensen, M.B. Nielsen, M.B. Stuart, and J.A. Jensen

”Tracking Performance in Ultrasound Super-Resolution Imaging.”

In Proc. IEEE Ultrasons. Symp., pp. 1-4, 2020.

Contribution: Main Author

• Paper 9:

S. B. Sørgaard, S. B. Andersen, I. Taghavi, C. A. V. Hoyos, K. L. Hansen, F. Gran,

J. A. Jensen, M. B. Nielsen, and C. M. Sørrensen

”Super-resolution Ultrasound Imaging of the Renal Microvasculature in Rats with

Metabolic syndrome.”

In Proc. IEEE Ultrasons. Symp., pp. 1-4, 2020.

Contribution: Image processing and software development.

• Paper 10:

I. Taghavi, S.B. Andersen, S.B. Sørgaard, M.B. Nielsen, C.M. Sørrensen, M.B.

Stuart, and J. A. Jensen

”Automatic Classification of Arterial and Venous Flow in Super-resolution Ultra-

sound Images of Rat Kidneys.”

In Proc. IEEE Ultrasons. Symp., pp. 1-4, 2021.

Contribution: Main Author

• Paper 11:

I. Taghavi, S.B. Andersen, M. Schou, M.B. Nielsen, C.M. Sørrensen, M.B. Stuart,

and J. A. Jensen

”Microbubble tracking with a forward-backward strategy.”

In Proc. SPIE Med. Imag., pp. 1-6, 2022.

Contribution: Main Author

1.3.2 Publications not included in the thesis

From the above mentioned contributions, papers 2, 3, 6, 7, and 9 are mainly concen-

trated on the clinical application of the super-resolution images and can be found in the

attachments. Instead, this thesis focused on technical aspects of the super-resolution

processing.
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1.3.3 List of Presentations
• Artimino 2019 (Ultrasound conference on tissue motion and blood velocity imag-

ing), Nijmegen, Netherlands, Super-resolution ultrasound imaging of rat kidneys,

oral presentation.

• IEEE International Ultrasonics Symposium 2019 Glasgow, UK, Super-Resolution

Ultrasound Imaging of Rat Kidneys before and after Ischemia-Reperfusion, oral

presentation.

• IEEE International Ultrasonics Symposium 2020, Las Vegas, US (Virtual par-

ticipation), Tracking Performance in Ultrasound Super-Resolution Imaging, oral

presentation.

• IEEE International Ultrasonics Symposium 2021, Virtual, Automatic Classification

of Arterial and Venous Flow in Super-resolution Ultrasound Images of Rat Kidneys,

poster presentation.

• SPIE Medical Imaging 2022, San Diego, US (pre-recorded), Microbubble tracking

with a forward-backward strategy, oral presentation.

1.4 Outline of Thesis

The thesis is written in five chapters as described below:

Chapter 1: provides an introduction to the field and its background. The purpose

of this project is stated. Scientific contributions to this project are listed, and finally the

outline of the thesis is described.

Chapter 2: presents the methods for data acquisition, including simulations, measure-

ments, and in vivo experiments. Also, details regarding the hardware and measurement

setups are provided.

Chapter 3: describes the SRI processing pipeline and its different building blocks.

The two main challenges of the SRI, including tissue motion correction and MB track-

ing are addressed and evaluated. These findings are according to the papers 1, 4, 8, and 11.

Chapter 4: presents a method for quantification of SR images, acquired by the SRI

processing pipeline. This includes the classification and segmentation of arterial and

venous flow in the rat kidneys according to the papers 5 and 10.

Chapter 5: concludes the thesis and provides an outlook and perspective of the

project.
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CHAPTER 2
Simulations and measurements

One of the most fundamental and important steps in this project was data acquisition. The

project was broad and covered a wide range of data collection. The raw data were obtained

to investigate SRI and to improve its underlying processing steps. Three different kind of

data were collected during this project, including simulations, phantom measurements,

and in vivo experiments. In this chapter, the simulations and measurement setups are

described.

Some parts of this chapter are adopted form paper 1 (Taghavi, Andersen, Hoyos,

Nielsen, et al. 2021), paper 4 (Taghavi, Andersen, Hoyos, Schou, et al. 2022), and paper

5.

2.1 Simulations

Three type of simulations were used in this project to evaluate different algorithms in

the super-resolution processing pipeline. The simulations were conducted using Field

IIpro (Jensen 1996, 2014; Jensen and Svendsen 1992) in Matlab (MathWorks, U.S.) to

generate the data, where the positions of scatterers are known. In all simulations, the

evolution of scatter positions can be described by

~ri(t+ Tprf ) = ~ri(t) + Tprf
~Vf

(

t, ~ri(t)
)

+ ~M
(

t, ~ri(t)
)

, (2.1)

where ~ri(t) is the position of scatterer i at time t, Tprf is the time between pulse emissions,
~Vf (t, ~ri(t)) is the velocity of the scatterer due to the blood flow, and ~M(t, ~ri(t)) is the

motion of the kidney at the position ~ri(t).
The simplest phantom contained a matrix of point targets located at a distance of

2 mm from each other in both the axial and lateral direction. The stationary scatterers

were obtained by forcing two right terms of the (2.1) to zero, i.e. ~Vf (t, ~ri(t)) = 0 and
~M
(

t, ~ri(t)
)

= 0. This phantom was used to evaluate the localization precision of

individual scatterers without tissue motion and flow present.

Another phantom was designed based on the dimensions of the rat kidney. The kidney

phantom is shown in Figure 2.1. It mimics the flow in small arteries and veins, where

the arterial flow was toward the perimeter and the return venous flow was in the opposite

direction. A sparse distribution of scatterers were located randomly in the individual tubes

with parabolic velocity profiles and a Gaussian distributed scattering amplitude. This was

set using the ~Vf (t, ~ri(t)) term in (2.1). The scatterers moved along the tube axis and were

9
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Figure 2.1: The geometry of the in silico rat kidney phantom. The red structures have

upwards flow and the blue downwards to emulate the arterial and venous flow. Copyright

©2021, IEEE

returned in the adjacent tube, when they reached the tube’s end. The various dimensions

of the phantom are listed in Table 2.1. A slice of the tubes in the elevation direction of the

probe was selected in this simulation. The realistic motion from a rat kidney was applied

to surrounding stationary scatterers by adding ~M
(

t, ~ri(t)
)

term in (2.1). This ensured

that both the stationary tissue and tube locations varied across the heart and breathing

cycles for validation of the motion estimation and motion correction algorithms. This

phantom was used to evaluate the motion estimation precision in presence of underlying

flow.

Lastely, an X-shaped phantom with crossing tubes was simulated. This was made by

generating MB positions, each with a known ground truth track and uniformly random life-

time, moving with different velocities. Individual MBs inside the tube were also uniformly

distributed with sub-wavelength distance. MB positions were generated according to the

ground truth tracks. To simulate uncertainty in MB position estimates, a random Gaussian

error was added. Three different trackers’ performance was investigated for uncertainties

ranging from λ/20 to λ/2, where λ is a wavelength. In this study, localization uncertainty

refers to the SD of the Gaussian position error. The various parameters of the simulations

are listed in Table 2.2. This phantom was used to evaluate the tracking performance under
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Table 2.1: Parameters used in the in silico rat kidney phantom, Copyright ©2021, IEEE

Parameters Value

Tube length 10 mm

Tube radius 100 µm

Velocity 2 mm/s

Velocity profile Parabolic

Number of scatterers 20 per tube

Number of tube pairs 49

Angle between tube pairs 10◦

Distance between pairs 1 mm

Table 2.2: Parameters used in the in silico X-phantom

Parameters Value

Tube length 10 mm

Tube radius 250 µm & 125 µm

Peak velocity 10 mm/s & 5 mm/s

Velocity profile Parabolic

Angle between tubes 15◦

Frame-rate (fr) 55 Hz

Wavelength (λ) 256 µm

Average MB count 17, 31, 51 MB.frame−1

MB density at phantom center 1.37, 2.46, 4.24 MB.λ−2.frame−1

Localization uncertainty λ/20 to λ/2

different scenarios of MB concentrations and localization uncertainties.

The low, medium, and high-density scenarios had an average MB count of 17, 31, and

51 MB/frame, corresponding to MB density of 1.37, 2.46, and 4.24 MB/(λ2.frame) at the

center of the phantom. MB density, calculated based on the size of the vessels and the

shape of the phantom, provides an average number of MBs per resolution cell (λ2). For

example, a MB density of 4 MB/(λ2.frame) at the center of the phantom means that, on

average, we can find 4 MBs in a resolution cell at the center of the phantom. A snapshot of

the low, medium, and high density scenarios is shown in Figure 2.2, demonstrating that in

the low-density scenario, most of the MBs were not overlapping. In the medium-density

scenario, some of the MBs were overlapping, and most of the MBs were overlapping in

the high-density scenario. The MB concentration is difficult to control in vivo after they
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Figure 2.2: An example of low, medium, and high density scenarios. The ground truth

MB positions in a random frame were convolved with a Gaussian point spread function

for better visualization.

enter the bloodstream; even though the dilution of SonoVue is adjusted to have fewer

overlapped MBs, the concentration may vary depending on the vessel structure and blood

velocity in specific types of vessels, especially in a complex organ such as kidneys. For

this reason, various MB densities were simulated separately, and the aim was to get the

best tracking performance in multiple scenarios or most of the individual scenarios.

The above mentioned simulations provide ground truth for evaluation of SRI process-

ing pipeline, which is discussed in Chapter 3.

2.2 Data acquisition

A BK5000 scanner (BK Medical, Herlev, Denmark) and a "hockey stick" X18L5s trans-

ducer (BK 9009, BK Medical, Herlev, Denmark) was employed for the data acquisition.

The scanner was modified by BK medical with a research interface, which allowed long

acquisitions through the live streaming of the data to a disk. The scanner and transducer

are shown in Figure 2.3. X18L5s is a linear array probe with 150 elements which covers

an imaging width of 24 mm, which was sufficient for scanning a full rat kidney. The

height of the aperture was 3.4 mm, and the elevation focus was at 20 mm. Therefore the

elevation F-number (depth divided by active aperture width) is 5.9 leading to an imaging

plane with varying thickness between 3.4 mm to 1.5 mm.

The scanner acquired two types of images consequently for each frame. First, a

contrasted enhanced image based on amplitude modulation was performed (Eckersley,

Chin, and Burns 2005). Then, a conventional B-mode image was acquired. Both imaging

sequences used a transmit frequency of 6 MHz, equivalent to wavelength of 256 µm in

the tissue. A sliding aperture of 25 active elements with a focal depth of 10 mm is used

for imaging. Each active aperture emitted three times with the pulse repetition frequency

fprf of 19.6 kHz, one emission with all elements (full amplitude) and two emissions

with even/odd indexed elements (half amplitude). By combining the three emissions, the

amplitude-modulated response was calculated as

ram(t) = rfull(t)− 2rhalf (t) = rall(t)− reven(t)− rodd(t), (2.2)
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(a) BK5000 scanner (b) X18L5s (Hockey stick) transducer

Figure 2.3: The scanner and transducer, used for in vivo and in vitro measurements

where ram(t) is the amplitude-modulated signal, rfull(t) = rall(t) is the received signal

when all elements were employed, and rhalf (t) = reven(t) = rodd(t) is the received

signal when half of elements were used. The amplitude-modulated signal contains

enhanced non-linear signal from the contrast agents. The active aperture then slided

across the array for a total of 91 active sub-apertures, called the contrast sequence. Then,

a B-mode image was acquired using the same 91 active sub-apertures, however emitted

only once per active sub-aperture with full amplitude, called B-mode sequence. This

resulted in 3 · 91 + 91 = 364 emissions per full sequence. The emissions timeline is

shown in Figure 2.4, demonstrating the individual emissions of full sequence over time.

Considering the fprf , a full sequence resulted in a frame-rate of 53.85 Hz. To avoid MB

disruption, an mechanical index (MI) of 0.2 was used, based on empirical trials.

Three emissions of the contrast sequence corresponded to the same image line as

one emission in the B-mode sequence. Considering the emissions timeline, shown in

Figure 2.4, one can show that the time difference between the nth line of a contrast image

and the mth line of its next B-mode image is

td(n,m) =
3Nlines − 3n+m+ 1

fprf
, (2.3)
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Figure 2.4: BK5000 combined imaging scheme. A contrast sequence is 3× 91 emissions

followed by a B-mode sequence with 91 emissions. As each image line in the contrast

and B-mode images refers to the same lateral position, there is a unique delay between

the time of formation of each line in the contrast images to the corresponding line of the

B-mode image varying from fr/4 to 3fr/4. Copyright ©2021, IEEE

where n,m ∈ {1, 2, . . . , Nlines} and Nlines is the number of lines in the image. Section

3.2 shows that this time difference has an important role in binding the estimated motion

in the B-mode image to the true MB positions in the contrast image.

An example of B-mode and contrast images is shown in Figure 2.5 from BK5000,

notice how MBs are visible in the top (CEUS) and not in the bottom (B-mode). The

movement of the kidney would be clearly visible in a video stream of B-mode images.

In the contrast image, the MBs stand out with a higher contrast. Therefore, the B-mode

images can be used to estimate the tissue motion and the contrast images can be used for

localization of the contrast agents.

There were two major hardware limitations regarding the data acquisition. The first

limitation was low frame-rate due to sliding aperture imaging sequence, and the second

limitation was weak contrast signal. For real-time data acquisition purposes, contrast

envelope data was calculated in a 16-bit unsigned integer format inside FPGAs. 16 bits

are capable of representing 20 log10(2
16 − 1) ≈ 96 dB dynamic range of data. However,

the extracted MB signals were about 80 dB below the tissue signal level and very close to

the system noise floor. This resulted in the contrast data with 16 dB dynamic range and

low SNR.

Data acquisition was followed the exact same sequence and parameters for all of the

phantom measurements and animal experiments, unless it is mentioned specifically.

2.3 Phantom measurement

In vitro measurement was performed on a 3D printed hydrogel phantom. The setup for

the measurement is shown in Figure 2.6.

Measurement Setup: The phantom was mounted inside a water tank using a 3D

printed holder. This ensures high acoustical coupling between the fixated probe and

phantom, and prevents dehydration of the phantom. The reverberations from the bottom
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Figure 2.5: A snapshot of streaming the B-mode and CEUS data from BK5000 scanner.

The bottom image shows B-mode image of a rat kidney, and the top image shows the

CEUS image of that kidney at the same time with some bright MBs.

of the water tank could generate unwanted artifacts and disrupt the image. To prevent

these reverberations, rubber sheets were placed beneath the phantom. The water tank

was secured on top of a motorized micro-positioning system, which was a combination

of 8MTF-75LS05 x-y translation stage with resolution of 0.31µm resolution, and an

8MR190-2-28 rotation stage with resolution of 0.01◦ (Standa, Vilnius, Lithuania). The en-

tire setup was seated on a Newport PG series™optical breadboard (U.S. Patent 6,598,545)

and mounted on an IsoStation™optical table with pneumatic isolation (Irvine, California)

to provide a robust vibration performance.

Phantom fabrication: The polyethylene glycol diacrylate (PEGDA) 3D printing

technique was recently translated for use in ultrasound imaging (Ommen, Schou, Zhang,

et al. 2018). In this technique, stereolithography was employed to build structures with
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Figure 2.6: Experimental setup for phantom measurement

the scale of 10-200 µm. The delicate structure design based on 3D printing makes this

technique favorable for SRI measurements and validation. The phantom was made using

hydrogel, a liquid solution of PEGDA (Mn 700 g/mol, 455008, Sigma-Aldrich). In the

stereo-lithography, the phantom is 3D printed in a layer by layer fashion using photo-

chemical processes, i.e. each layer is locally solidified to build up the desired structure by

illuminating the liquid solution. After solidification of a layer, that layer was be pulled out

of the liquid resin to make a room for a new layer. This process was done using a Digital

Mirror Device (DMD, DLP9500UV, Texas Instruments, TX). The experiments showed

that using this device, it was possible to make layers with a thickness of 20 µm and

separation of 10.8 µm between printed voxels (Ommen, Schou, Beers, et al. 2019, 2021;

Ommen, Schou, Zhang, et al. 2018). The technique provides a very flexible phantom

design with known structures for validation of the SRI.

The 3D printing nature of the phantom allows implementation of arbitrary 3D struc-

tures, however, in our study we worked with a 2D super-resolution imaging and therefore

the phantoms with 2D structure were used. The layout of a phantom with several channel

pairs is shown in Figure 2.7-a. The flow in the paired channels is opposite to each other

and the entire structure can be seen in x-z plane, making it a suitable known structure with

low complexity for 2D imaging. The correctness of the channels and the perfusion was

tested using fruit dye before usage. This process is shown in Figure 2.7-b (Ommen 2020).

To avoid phantom dehydration, they were kept in the water. Even though the structure

and its dimension is known, one should note that this kind of phantoms expands when

exposed to the water for a long period of time. It reaches an equilibrium after one day, with
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(a) Layout (b) Phantom

Figure 2.7: (a) Design of channels in the phantom (b) The 3D printed hydro-gel phantom

with micrometer size channels during the perfusion testing.

approximately 2.6% (Ommen 2020). This phenomenon should be considered carefully

either by compensating for the expansion, or by guiding the expansion in one direction

using a confining structure.

Imaging sequence: The B-mode and CEUS imaging sequence, described in Section

2.2, were acquired over 10 minutes for the in vitro measurements. The main parameters

for the scan are summarized in Figure 2.8.

Figure 2.8: Schematic of the measurement setup and important parameters.
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In this study, the phantom measurement was merely used for confirmation of the

structure that can be obtained by the SRI processing pipeline, discussed in Chapter 3.

2.4 Animal experiments

In the studies of this thesis, the left kidney of 10 healthy male Sprague-Dawley rats (mean

weight: 337.3 g, standard deviation (SD) ± 48.3 g) was scanned. The rats were obtained

from Taconic A/S (Lille Skensved, Denmark). The animals were housed at the animal

facility at the Department of Experimental Medicine, University of Copenhagen until

use. Animal caretakers ensured the rats well being. The rats had standard conditions

regarding the water, chow, and 12/12 hours dark/light cycle. The experiments were

conducted at the Department of Biomedical Sciences at the University of Copenhagen,

and all procedures on the rats agreed with the ethical standards of the university which

comply with the EU Directive 2010/63/EU for animal experiments. The protocols for the

animal experiments were approved by the Danish Animal Experiments Inspectorate, the

Ministry of Environment and Food.

Before the scan: The rats were anesthetized using 5% isoflurane in 65% nitrogen

and 35% oxygen; and the anesthesia was maintained with 1–2% isoflurane. The rats

lay in the supine position on a heating table to ensure a steady body temperature (37
◦C). A ventilator (Ugo Basile, Gemonio, Italy) with 69-72 respirations/min was used

for ventilation through a tracheostomy. The left kidney was covered with air-free gel. A

"hockey stick" X18L5s transducer (BK 9009, BK Medical, Herlev, Denmark) position

was adjusted by looking at the real-time B-mode images on the BK5000 scanner (BK

Medical, Herlev, Denmark). At the desired view of the kidney, the probe was fixated

using a probe holder.

During the scan: The MBs (SonoVue, Bracco Imaging, Milan, Italy) diluted with

isotonic saline were infused in the jugular vein through polyethylene catheters (PE-10). A

Statham P23-dB pressure transducer (Gould, Oxnard, CA, USA) through a polyethylene

catheter (PE-50) in the left carotid artery was used to measure the mean arterial pressure

(MAP). The kidneys were scanned for 10 minutes and the beamformed radio-frequency

(RF) data consisted of over 32,000 frames of both B-mode and CEUS images. The setup

for scans and experiments is shown in Figure 2.9.

In the laparotomized rats, the left side of the diaphragm was pulled slightly in the

cranial direction to reduce the respiratory motion. However, the kidney was still moving

with the respiration. The physiological motion induced by heart beating, breathing, and

muscle contraction varied among the animals (Taghavi, Andersen, Hoyos, Nielsen, et al.

2021).

The animal experiments were used in the different parts of the thesis including

evaluation of the SRI processing pipeline in Chapter 3 and quantification of the SR images

in Chapter 4.
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Figure 2.9: Data acquisition setup (Credit: Created with BioRender.com)

Medical terminology: Various terms are used throughout the thesis, referring to

specific regions or blood vessels in the kidney. These regions and vessels are defined

below and shown in a simplified illustration of the renal anatomy, in Figure 2.10 (Credit:

the simplified renal anatomy was drawn based on Figure 1.1 of (Johnson et al. 2018)).

• Renal: relating to the kidneys.

• Cortex: the outer or superficial part of the kidney.

• Medulla: the inner or deep part the kidney. The medulla is divided into two parts,

the outer and inner medulla.

• Renal artery: the branches of the abdominal aorta which supply the kidneys.

• Segmental artery: the secondary branches of the renal arteries that run toward the

cortex on the sides of the medulla.
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Figure 2.10: A simplified drawing of the rat’s renal vasculature (coronal view).

• Arcuate artery: the branches of segmental arteries that form arches between cortex

and medulla.

• Cortical radial artery: the branches of the arcuate arteries that travel toward the

renal surface.

• Afferent arterioles: the branches of the cortical radial arteries to the glomeruli.

• Glomerulus: a small convoluted or intertwined network of capillaries that perform

the first step of filtering blood.

• Vasa recta: the descending arterioles or ascending venules in the medulla. Vasa

recta can be traced within vascular bundles (Ren et al. 2014).



CHAPTER 3
Super-resolution Imaging

Ultrasound super-resolution imaging provides a way to visualize the delicate microvas-

culature. This visualization is the result of a processing pipeline, shown in Figure 3.1.

The processing pipeline includes several processing steps some of them can be performed

simultaneously and some can only be used in sequential processing steps. The raw data

may be preprocessed before entering the SRI pipeline to enhance the SNR. The three

major steps of this processing are as follows:

1. Detection: to detect MBs in the CEUS images and extract their positions.

2. Motion correction: to compensate MB positions for the tissue motion over time.

3. Tracking: to link corrected MB positions and make trajectories of MBs.

After these three steps, a super-resolution image can be created by inserting the MB

trajectories in the form of intensity or velocity maps. In this chapter, the processing steps

are described in detail. The contribution of the work in thesis is mainly on the motion

correction and development of more robust tracking algorithms for the super-resolution

images of rat kidneys.

Some parts of this chapter are adopted form paper 1 (Taghavi, Andersen, Hoyos,

Nielsen, et al. 2021), paper 4 (Taghavi, Andersen, Hoyos, Schou, Gran, et al. 2022),

paper 8 (Taghavi, Andersen, Hoyos, Schou, Øygard, et al. 2020), and paper 11. Patent

application on the tissue motion correction and tracking algorithm explained in this chapter

has been purchased by BK Medical ApS, Herlev, Denmark (US Patent 20210407043A1).

3.1 Detection

Detection is the first and essential step to identify MBs and to extract the centroid of the

MB positions from the contrast images. This process consists of two parts:

1) SNR enhancement: by simple thresholding, model fitting (Cheezum, Walker,

and Guilford 2001), spatial, or spatio-temporal filtering (Furnival, Leary, and Midgley

2017; Lok et al. 2020), e.g., singular value decomposition (SVD), Gaussian, Laplacian of

Gaussian.

2) localization: using peak detection, centroid estimation methods (e.g., weighted cen-

troid) (Bankman 2009; Cheezum, Walker, and Guilford 2001), onset localization (Christensen-

21
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Figure 3.2: Optimal thresholding based on gCNR. pSN (x) and pN (x) are the probability

distribution of pixel values inside and outside ROIs. Pfa is probability of false alarm and

Pmiss is the probability of miss-detection.

Jeffries et al. 2017), or learning-based methods (Brown, Ghosh, and Hoyt 2020; Liu et al.

2020).

A single or a combination of the above mentioned methods may be used for detection.

In this project, the contrast images had only a few quantization levels resulting in a low

SNR and the following simple and fast approach was chosen. To improve SNR, a Gaussian

filter was applied to the contrast images after thresholding. The symmetric Gaussian

filter had a size of 7 pixels with a standard deviation of 1 pixel, where pixel size in the

lateral direction was 80 µm and 24 µm in the axial direction. Then, the weighted-centroid

algorithm (Matlab function “regionprops”) was used to estimate the centroid of the MBs.

3.1.1 Optimized threshold
A simple and brilliant idea for calculation of contrast-to-noise ratio (CNR), called general-

ized contrast-to-noise ratio (gCNR), was proposed in (Rodriguez-Molares et al. 2020) to

provide a robust calculation of CNR against dynamic range alterations. So no matter how

data are beamformed, compressed, and stored, the final metric provides a fair comparison

for any kind of scenario. gCNR is calculated based on the probability density function

(PDF) of pixel values. The concept can be extended for calculation of the gCNR in CEUS

images as described below: Consider the contrast regions are marked in the image as the

ROIs. By denoting the PDF of pixels values inside the ROIs as pSN (x), and the PDF of

pixel values outside the ROIs as pN (x), these PDFs can be shown as Figure 3.2. Denoting

the overlapping area under the pSN (x) and pN (x) as OVL, the gCNR is defined as: gCNR

= 1 - OVL. Since the area under a PDF is always 1, gCNR has a value between 0 and 1.

The gCNR was used as a criteria for optimization of threshold. In the first step,

the contrast image shown in Figure 3.3-a is decomposed to ROIs (Figure 3.3-b) and
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(a) Contrast Image

(b) ROIs (c) Background

Figure 3.3: (a) Contrast image decomposed to (b) ROIs and (c) background. Notice the

low dynamic range and discrete values of contrast image.

background (Figure 3.3-c). The ROIs were the pixels which were potentially signal plus

noise while the background counted as noise.

To decompose the contrast image, the following steps were used:

1. The histogram of all pixel values was calculated.
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(a) Optimal threshold (b) Discrete threshold

Figure 3.4: Thresholding in theory and practice

2. A simple threshold was applied based on maximum of first derivative of the his-

togram curve.

3. ROIs were defined with a radius of a wavelength around each the centroid of the

remained regions.

4. The ROIs subtracted from the original image forming the background and noise.

The gCNR is defined as

gCNR = 1−

(
∫ ǫ

−∞

PSN (x)dx+

∫

∞

ǫ

PN (x)dx

)

, (3.1)

where the first integral is the probability of miss-detection and the second integral is the

probability of false alarm. PSN (x) is the PDF of pixel values inside the ROIs (signal +

noise) and PN (x) is the PDF of the pixel values outside the ROIs (noise). The optimal

value of threshold at the intersection of PSN (x) and PN (x), shown in Figure 3.4-a, can

maximize the gCNR, however, due to the discretization and low dynamic range of the

contrast data, the real threshold was set above the first integer,i.e. above the optimal

threshold (>1), shown in Figure 3.4-b.

3.1.2 Simulation results
The in silico matrix phantom, described in Section 2.1, was used for the investigation of

localization precision. Having the ground truth of the point targets, the lateral and axial

bias and SD were calculated as -1.46 µm ± 20.5 µm and 0.48 µm ± 10.7 µm.
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Figure 3.5: Interpolated motion field for a single frame. The arrows indicate direction and

magnitude of the motion for a specific time frame. Copyright ©2021, IEEE

3.2 Motion Correction

3.2.1 Method
The cross-correlation of the enveloped data in the B-mode images was used for the tissue

motion estimation. This technique is primarily called speckle tracking (Trahey, Allison,

and Ramm 1987). Regions in the images were correlated to similar regions in a selected

reference frame number, and motions in the lateral and axial directions were found.

Speckle tracking using the RF data was also tried, but the lateral sampling density was

too low to result in an acceptable lateral estimates.

The entire organ was in the field-of-view, and the motion was not uniform across the

whole kidney as seen in Figure 3.5. Hence, two different spatial regions do not have the

identical displacement, and a single local motion estimation cannot be applied across

the whole kidney. Therefore, the B-mode image was divided into smaller spatial blocks

(80% overlapped blocks with size of 3 × 3 mm2) for block-wise processing. In each

block, the estimated motion signal was assigned to the center of that region ~rk = (zk, xk).
Putting motion signals at discrete spatial positions and each time frame together forms a

dis create motion field, denoted by ~M(tk, ~rk), throughout the entire image. Figure 3.5

illustrates the motion field at specific time frame with arrows on top of the corresponding

B-mode frame. In contrast to a rigid structure, notice how the estimated displacements

differ spatially.
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The motion field was calculated with the following assumptions:

• The local regions were assumed to be small enough so that the motion was spatially

invariant within them. Depending on the material and application, this assumption

may apply. Kidneys are not rigid, but movements through a small region of local

tissue have the same magnitude and direction.

• The frame rate was high enough to capture the fastest varying motion in the temporal

domain. The motion variations depend on the source of the motion. In this project,

the fastest source of the motion was the heart. According to the Nyquist theorem,

the frame rate has to be at least two times the highest frequency in the heartbeat

spectrum in order to capture the fastest motion transitions. The motion spectra are

investigated in Section 3.2.3.2 below.

The temporal and spatial position of the motion were bound to each other since the

image was created by a linear sweep of the beams over time as described in Section

2.2. The motion estimation gives only one estimate per frame. To achieve higher time

resolution, the motion time series was upsampled using spline interpolation. Then, the

value of the motion at the MB location was calculated by a 2-D spline interpolation over

the time interpolated motion field.

Motion estimates for a local part of the renal medulla was used to study the precision

and dynamics of the motion estimation algorithm as described in Section 3.2.3.2. The

following three scenarios were used to investigate the effect of the motion correction:

1. The SR images were formed directly from the detected positions without motion

correction.

2. A small local region was used for the motion correction of the whole image, called

a local motion correction.

3. All local regions and motion fields were used for the motion correction of the whole

image, called a global motion correction.

Assume a detected MB at the position ~r = (z0, x0) in the kth frame, the correct

position of that MB , ~̂r = (ẑ0, x̂0), can be approximated by

~̂r ≈ ~r − ~M

(

k − 1

fr
− td(m,m), ~r

)

, (3.2)

where td is defined in (2.3), m is the image line that the MB is detected (corresponding to

the lateral position of the MB ), fr denotes the frame-rate, and ~M(t, ~r) is the interpolated

motion field at time t and position ~r.

Equation (3.2) is an approximation for the motion correction problem, assuming that

the motion field is not changing significantly in space and time. In general, the measured
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MB location ~r = (z0, x0) in kth frame can be written versus the true MB location and

the motion field’s value at the same temporal and spatial position as

~r = ~̂r + ~M

(

k − 1

fr
− td(n̂,m), ~̂r

)

, (3.3)

where ~̂r = (ẑ0, x̂0) and n̂ are unknown correct MB location and its related image line in

the contrast image. The problem of finding ~̂r from the motion field and the measured MB

location can be solved similar to a least-squares optimization problem given in

[~̂r, n̂] = argmin
~p,q
||~p− ~r + ~M

(

k − 1

fr
− td(q,m), ~p

)

||22, (3.4)

where ~p, q are arguments of the optimization problem.

3.2.2 Evaluation

3.2.2.1 THE PRECISION OF in vivo MOTION ESTIMATION

The precision of the motion estimates was investigated in a small region in the outer

medulla of the kidney, shown in Figure 3.6. The overall motion was originated from dif-

ferent sources, including motion from the heart beating, the forced ventilation (breathing),

smooth muscle contractions, and other movements, which cannot easily be separated

out. The three distinct components of the motion signal were separated using Fourier

decomposition. Then, the repetitive proprieties of the breathing and heart beating were

used for alignment of all the responses and resulted in a a mean response and its precision.

3.2.2.2 RESOLUTION ESTIMATION

The resolution was measured using the Fourier ring correlation (FRC) criterion (Banterle

et al. 2013; Hingot et al. 2021; Nieuwenhuizen et al. 2013). Defining the resolution

using a simple threshold is controversial (van Heel and Schatz 2005), therefore, in this

study a bit-based information threshold was used. Using bit-based information threshold

curves for the FRC threshold level is described in (van Heel and Schatz 2005). By

inserting each track into a separate image, the SR images were split into two. Matlab’s

imhistmatch.m function was used to equalize the intensity of the split images based on

their maximum intensity values. With the two images, FRC curve was calculated based

on (Nieuwenhuizen et al. 2013). Then, the resolution was estimated as the inverse spatial

frequency at the point where the FRC curve crossed the threshold curve. (van Heel and

Schatz 2005).

3.2.3 Results

3.2.3.1 SIMULATION RESULTS

The motion of the in silico kidney phantom, described in Section 2.1, has been estimated

for the B-mode data and is shown for the first 50 frames in Figure 3.7 in the lateral
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Figure 3.6: The red rectangle in the B-mode image indicates the local region used to

estimate the dynamics of the motion.

(bottom) and axial (top) directions, where the blue curve is the estimated motion and

the red is the ground truth. The lateral SD was 9.57 µm and the axial SD was 1.21 µm,

showing a higher SD for the estimated motion in the lateral direction.

Figure 3.8 shows a non-flowting scatterer (blue cross) in the reference frame and the

subsequent corrected positions of this scatterer (red trajectory). These positions were

corrected by the motion estimates, resulting the bias and precision of 10.6 ± 21.6 µm in

the lateral and -10.8 ± 5.2 µm in the axial directions. Similar to the localization step, the

axial motion estimations were more precise than the lateral ones.

3.2.3.2 EXPERIMENTAL RESULTS

The motion estimates in both the lateral and axial directions for a single rat are shown in

Figure 3.9. A Fourier decomposition of the motion estimates gave the spectra shown in

Figure 3.10 with amplitudes in dB, where the lateral spectrum is shown on the bottom and

the axial on the top. Both of them exhibited three distinct Fourier series. First, there was

a large component around 0 Hz caused by the overall drift of the data. The second series

came from the breathing motion. Since the breathing is controlled mechanically by a

fixed rate ventilator, the harmonics it produced had a very narrow bandwidth around 70.5

beats per minutes (BPM), with more than 20 harmonics visible on both spectra. Lastly,

five harmonics from the heart beating were visible in the lateral motion signal, whose
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Figure 3.7: The estimated motion from the B-mode image in the lateral (bottom) and axial

(top) directions, where the blue curve is the estimated motion and the red is the ground

truth. Copyright ©2021, IEEE
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Figure 3.9: Motion in the lateral (bottom) and axial (top) directions during the entire

experiment. Copyright ©2021, IEEE

amplitude was lower and the components were placed around the harmonics of a heart

rate of 353 BPM. The physiological variation of the heart rate causes the harmonics to

spread over a larger bandwidth.

Separation of these three Fourier series resulted in the three independent motion

signals as shown in Figure 3.11, where the bottom three graphs display the components

for the lateral motion. The heartbeat motion series was acquired by filtering the first four

harmonics around the heart rate. The breathing motion came from isolation of the first

18 breathing harmonics. Finally, the residual motion was obtained by subtracting two

separated series from the motion estimates.

Alignment of repetitive heartbeats and breathing yielded a mean response and its

precision. This mean aligned curve and its SD for one of the experiments is shown in

Figure 3.12. In this example, the motion estimates for the heart beating, including the

physiological variation of the heartbeat, was approximately ±5µm µm in lateral and

±0.5µm in axial directions. The precisions for these estimates were 0.99 and 0.69 µm,

respectively. The breathing motion varied from -20 µm to +60 µm in the lateral and

±4µm axial directions with a precision of 1.64 and 0.22 µm, respectively. The residual

motion estimates shown in Figure 3.11 were larger with variations up to nearly 100 µm.

Therefore, it is very important to compensate for the overall motion to align up the vessels

in a super-resolution image.

The experiment was conducted on the ten different rats and on each rat scanned three

times. The experiment setup is explained in Section 2.4. The second scan was done



32 Chapter 3. Super-resolution Imaging

0 5 10 15 20 25

-80

-60

-40

-20

0 5 10 15 20 25

-80

-60

-40

-20

Figure 3.10: Spectral decomposition of the motion signal in the lateral (bottom) and axial

directions. Copyright ©2021, IEEE

immediately after a clamp on the renal artery or vein was released, and the third scan

was performed 1 hour after clamp release*. For each measurement, a similar region and

reference frame were selected and the precision of motion estimates were similar to the

above example. Figure 3.13 shows this precision for all of the scans and more information

about the motion estimates is summarized in Table 3.1. The variation in the precision of

motion estimates was quite wide and reached to 20 µm. There are several reasons for this.

Speckle tracking cannot capture motion in a part of the image that has too large motion or

movement in the out-of-plane direction, for example, when the set-up has been touched,

which can induce significant kidney motion. However, the motion corrected image has

the potential to visualize capillary flow, since the motion estimate’s precision is round a

factor of two smaller than the 10 µm size of the capillaries and often a factor of 5 smaller.

3.2.3.3 MOTION COMPENSATED IMAGES

The log-scaled intensity maps without motion correction, with local motion correction,

and with the motion field correction are shown in first row of the Figure 3.14. The second

row of Figure 3.14 shows the corresponding velocity maps, where the color indicates the

direction of the blood flow, e.g., a yellow color shows a flow from the left to the right. The

* The purpose of clamping is to model an ischemic disease for a clinical study (Andersen et al. 2020) and is
not related to the motion correction
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Figure 3.11: Three components of the motion estimates in the lateral (bottom) and axial

(top) directions. Copyright ©2021, IEEE
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Figure 3.12: Mean and SD of aligned responses for the heart beating (left) and breathing

(right) motion in the lateral (bottom) and axial (top) directions. Copyright ©2021, IEEE

color wheel on the top right corner of the image demonstrate the direction of color with a

range from 0 for the darkest colors to 10 mm/s for the brightest colors. Four rectangles

Table 3.1: Overall precision of motion estimates for all rat experiments. All values in µm.

Copyright ©2021, IEEE

Motion type Minimum Maximum Mean SD

Heart, axial 0.069 7.858 1.992 0.945

Breathing, axial 0.062 4.630 1.455 0.858

Heart, lateral 0.431 19.923 6.562 3.254

Breathing, lateral 0.277 20.315 5.438 2.949
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Figure 3.13: Precision of motion estimates for all rat experiments in the lateral (bottom)

and axial (top) directions. Copyright ©2021, IEEE
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on the intensity and velocity maps are zoomed in regions 1-4 in the third row. In each

rectangle, line markers were put at the same place to compare the intensity and velocity

profiles in these maps. Finally, the polynomial fitted profiles to the pixel values of the

intensity and velocity maps are shown in the last row. It can be seen how the velocity

maps can differentiate small vessels compared with the intensity maps. Also, the profiles

demonstrate that how the profiles without the motion correction can spread out. Having

motion correction throughout the entire kidney results in sharper images and more smooth

velocity and intensity profiles.

The image was not fully corrected for motion when a local region was used for

correction of the whole image. This can be seen from images in rows b and c for the

zoomed regions. In the velocity maps, the effect of motion correction on the alignment of

small vessels was particularly prominent in the cortical (outer) part of the kidney.

In images without motion correction, the profiles were widely spread, resulting in

blurry images. As an example, a reduction in the diameter of a large vessel in the left side

of the left side of the kidney from 1.3 mm to 0.7 mm (a factor of 2) was observed after

motion correction in both intensity and velocity profile 1. The velocity in this vessel was

approximately 8 mm/s. Profile 2 was supposed to show two vessels with a size of about

500 µm, however, it shows that local motion estimation may not be valid for all regions of

the kidney. Four smaller vessels with a size of less than 50 µm and less than 250 µm were

supposed to show from profiles 3 and 4, respectively. These vessels were only resolved

by the velocity profiles. The measured velocity in the medulla was bellow 1.5 mm/s and

6 mm/s in the cortex. Profiles 3 and 4 are important because they showed that images

without proper motion correction could lead to unusually narrow or wide vessels.

The FRC curves for the intensity maps with one-bit and half-bit information threshold

curves are demonstrated in Figure 3.15a-c for scenarios with and without motion correc-

tion. Figure 3.15-d demonstrates the FRC resolution with one-bit threshold for the first

scan of all experiments. An improvement in the image quality after motion correction

using the motion field is visible both in terms of the median and inter-quartile range.

3.2.4 Discussion
Motion estimates showed a motion, induced by breathing and heart beating, in the range

of the 100-200 µm in the lateral and axial directions. Therefore, uncorrected images

would be limited in resolution to 100-200 µm and many of the small vessels would not

be resolved. Motion correction with respect to a reference frame improved the resolution.

In general, the axial motion was estimated with higher precision than the lateral motion

as only the signal envelope was employed. On the other hand, It was impossible to

use cross-correlation of RF signals due to the low density of lines. One solution to this

problem is to use faster imaging scheme such as plane wave (Tanter and Fink 2014) or

synthetic aperture (Jensen, Nikolov, et al. 2006) imaging schemes, which do not have

restrictions on the lateral sampling density. Also these imaging methods offer higher

frame rates than the conventional sliding aperture technique. One of the main issues
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Figure 3.14: Intensity and velocity maps of a rat kidney (a) without motion correction, (b)

with local motion correction, and (c) with motion field correction. Four profile markers

on the intensity and velocity maps were selected exactly at the same place, in which the

polynomial fitted profiles to the pixel values of the maps were obtained. Copyright ©2021,

IEEE
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Figure 3.15: (a)-(c): FRC curves and bit-based information threshold for SR images.

(d): Box plots of FRC metric with one-bit threshold for 3 scenarios for 10 experiments.

Copyright ©2021, IEEE

with the fast imaging techniques is the large amount of the data generated when a long

acquisition time is required and the full RF data for a number of elements have to be used.

This problem needs to be addressed in future scanners.

In the sequence, shown in Figure 2.4, the frame-rate can be increased by removing

the second set of the full emissions if the first set can be stored for the B-mode images.

However, this was not possible due to the storage and processing features of the BK5000

scanner.

The precision of the motion estimates for the in vivo data was obtained by Fourier

decomposition of the motion signal into components from breathing, heartbeat, and

residual smooth muscle motion. In general, the motion induced by breathing was larger

than the motion from heart beating. The precision of motion estimates from the breathing
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was 1.64 µm and 217 nm in lateral and axial directions, while the motion from the heart

beating with physiological variations had a precision of 0.98 µm and 69 nm in the lateral

and axial directions. For all of the experiments, the precision of the motion estimates was

in the range of 69 nm to 20.3 µm with the mean precision of 6.6 µm and 2.0 µm in lateral

and axial directions. In most of the cases, the precision was lower than the capillary size

of 10 µm, making the motion correction precision potentially sufficient for visualization

of the capillary flow. In a few rat experiments, the precision was up to 20 µm. Because

parts of the motion estimate were outside the search range, proper motion correction was

not possible in these experiments. The degradation in the precision of motion estimates

was only observed in experiments 1, 2, and 5 where some parts of the experimental setup

must have moved accidentally. Excluding these experiments resulted in a precision always

below 10 µm and often much lower.

Measuring the microvascular blood flow deep inside organs in vivo is a crucial task.

In older studies, the mean red blood cell velocity was estimated at about 1 mm/s at the tip

of the renal papilla (at the bottom of the medulla) of rat kidneys using video microscopy

techniques (Cupples, Sakai, and Marsh 1988; Holliger et al. 1983; Zimmerhackl, Robert-

son, and Jamison 1985). So, the velocity profile 3 from the medulla, shown in Figure 3.14,

corresponded with the previous findings. The other velocity profiles included a combina-

tion of arcuate and cortical radial arteries and veins of varying sizes. To validate these

velocities, the different types of vessels would need to be separated and classified. Spectral

Doppler may help to validate the velocities in the SR velocity maps of the larger vessels.

On the contrary, validation of the velocity estimates in the cortical microvasculature is

very challenging. To the best of our knowledge, there are no other techniques to estimates

the velocity in the in vivo cortical microvasculature noninvasively. An in vitro study

found the blood velocities of about 10 mm/s in the afferent arterioles (Takenaka et al.

1994). Another study noted velocities ranging from 0.5 to 65 mm/s in different renal

arteries and arterioles of a split hydronephrotic kidney, however, the relationship between

the velocities and vessel sizes was not addressed (Vriese et al. 2000). Hence, if SRI

provide can precise estimations of blood flow velocity in various vessels of the kidney,

it may fulfill an unmet need and allow evaluation of intrarenal blood flow under various

physiological and pathological conditions.

The FRC resolution metric is controversial because of its dependency on threshold

criteria, pixel values, and splitting the SR image. Due to the fact that the images of 10

rat kidneys were thresholded, scaled, and split in the exact same way, the metric is still

useful for assessing quality even though it may not reflect the actual resolution. A large

improvement in the metric was seen when the motion corrections were incorporated.

The motion correction method presented in this Section assumes a negligible out-of-

plane motion. The F-number of the transducer is approximately 6 at the depth of 20 mm.

This gives the elevation slice thickness greater than 1.2 mm, which is noticeably above

the lateral and axial motion of 100-200 µm. Thus, the change in motion amplitude in and

out of the imaging plane will be negligible and will not affect detection. All in all, to also

have super-resolution in the elevation direction, a 3-D data acquisition is required which
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can be attained using sparse array (Harput et al. 2019), matrix probes (Chavignon et al.

2020; Heiles et al. 2019), or row-column addressed probes (Jensen, Ommen, et al. 2020;

Jensen, Schou, et al. 2019).

3.3 Tracking

3.3.1 Tracking algorithms

3.3.1.1 NEAREST-NEIGHBOR

The simplest and most basic form of tracking is the NN tracker. In NN, the unlabeled

MBs from one frame get connected to the MBs in the next frame with minimum euclidean

distance. Although the NN tracker is simple and fast, it uses uncertain localization directly.

The NN tracker has only one important parameter, called maximum linking distance,

which is a criteria on how far two positions can be from each other to be linked from one

frame to another frame. In this study, the maximum linking distance was set to 250 µm.

This means that in a system with frame rate of 55 Hz, the fastest trackable MBs had a

velocity 13.75 mm/s, otherwise, they violated the criteria of maximum displacement or

maximum linking distance.

3.3.1.2 KALMAN FILTER

In engineering, Kalman filters have a long history of reducing measurement uncertainty.

Here, a general and simple Kalman model for MB tracking is explained. To use a Kalman

filter, the physics of the system must be somehow modeled. A simple flow model implies

that MBs in the blood vessels follow the bloodstream and therefore, cannot jump in

random directions. This prior state information can be embedded in the Kalman filter

structure to form a more robust form of tracking (Solomon et al. 2019; Tang et al. 2020).

A linear model for the flow can be formulated as ~r(n) = ~r(n − 1) + d~r(n) + ǫ(n)
where ~r(n) = (rz(n), rx(n)) is the correct MB location at frame index n, d~r(n) =
(drz(n), drx(n)) is the displacement of the MB from frame index n− 1 to frame index n,

and ǫ(n) is the error term for this model. This equation literally says that the new position

of a MB is the result of previous position of that MB in addition to its displacement and

an error. The error comes from the fact that no matter how accurate we want to try to

model the entire system, there is always a place for miss modeling and error. The above

equation assumes that MB positions are completely accurate and precise which forms the

prediction state of the Kalman filter. However, the observation or measurement always

comes with some noise and uncertainty. These observations can be seen as ~r(n) + ν(n),
where ν(n) is a random noise signal.

The above prediction and observation states can be written in the Kalman framework

as:
{

Prediction State: ~a(n) = F~a(n− 1) + ǫ(n)

Observation State: ~b(n) = H~a(n) + ν(n),
(3.5)
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where ~a(n) = [~r(n), d~r(n)]T = [rz(n), rx(n), drz(n), drx(n)]
T , ~b(n) is the uncertain

position, ǫ(n) ∼ N (0, σ2
ǫ ) is the error for the flow model, where N (0, σ2

ǫ ) is zero

mean Gaussian distribution with standard deviation of σǫ, and ν(n) ∼ N (0, σ2
ν) is the

measurement noise, which has a standard deviation of σν . According to the linear model

of ~r(n) = ~r(n− 1) + d~r(n) + ǫ(n) and measurement model ~r(n) + ν(n), F and H are

F =











1 0 1 0

0 1 0 1

0 0 1 0

0 0 0 1











, H =

[

1 0 0 0

0 1 0 0

]

.

The Kalman filter tries to estimate the true position of MBs using both prediction and

observation states. When the true MB positions were estimated, they were linked to the

estimated positions for the next frame in a similar fashion to the NN tracker. Therefore,

one can see a Kalman (K) tracker as an location estimator using a Kalman filter followed

by linking stage.

For the maximum linking distance, the same parameter as the NN tracker (250 µm)

was used. The σǫ and σǫ are two parameters, also known as the initial conditions of the

Kalman filter, that their adjustment are quite tricky and may vary from one application

to another. In this study, the initial conditions of the Kalman filter were determined

experimentally by processing in vivo data by coarse steps of initial conditions in which the

values of σǫ and σν were tested for all combinations of 0.0025, 0.025, and 0.25 m. There

reason that in vivo data were used for the parameters tuning was because in vivo data

contained a combination of multiple scenarios, including different MB densities and

velocities as well as overlapping and non-overlapping MBs. Also, the ultimate goal was

to optimize the processing to get better in vivo data and do not over-fit the tracker to a

specific simulation. The results for each pair of the selected parameters are shown in

Figure 3.16 and the visual effects are listed in Table 3.2. According to these results, the

Kalman filter parameters were chosen empirically with a medium σǫ (0.025) and a small

σν (0.0025) to retain both small and large vessels with less uncertain tracks.

3.3.1.3 HIERARCHICAL STRATEGY

It is unlikely that having similar initial conditions for all MBs will be beneficial, because

MBs are localized with unknown uncertainties and have different speeds. Moreover, the

MB lifetimes are related to the number of Kalman filter iterations. Our method proposed

using a hierarchical structure of Kalman filters with various initial conditions for different

velocity ranges. The flowchart for a hierarchical Kalman (HK) tracker with 5 levels is

represented in Figure 3.17. Initially, the tracking was constrained to the low speed range

(0− 3 mm/s) and then increased velocity range at each level (up to 12− 15 mm/s). From

the coarse tuning, described in Figure 3.16 and Table 3.2, with smaller σǫ and larger

σν the slow flows were tracked better and vice versa. Therefore, the initial condition
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(a)

(b)

Figure 3.16: Kalman parameters coarse tuning. (a) shows the full view and the red

rectangles are the zoomed regions shown in (b). The in vivo data were processed using

the Kalman filter with various parameters σǫ and σν .
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Initialization:

n = 1, Nmax = 5, frame-rate: fr,

List of MB positions: R

List of tracks’ positions: γ = ∅

Update velocity range at nth level:

Velocity range: [vmin, vmax]

Update initial covariance:

σǫ = α.vmax, σν = β/2n−1

α and β are constants

Kalman estimates and linking on R:

Model: Eq. 1

Maximum Linking Distance = vmax/fr

Estimated velocity of kth track:

~̄vk = dr/dt

Update list of track positions:

γ = γ ∪ {γk|~vk ∈ [vmin, vmax]}

Update list of MB positions:

R = R - γ

n = Nmax n ← n + 1

Output:

List of tracks’ positions: γ

No

Yes

Figure 3.17: Hierarchical Kalman tracker flowchart



44 Chapter 3. Super-resolution Imaging

σǫ was weighted proportional to the maximum velocity at each level with a constant

coefficient of α. While, the σν was treated inversely proportional to the trackers level

with a constant coefficient of β. The constant values of α = 0.001 and β = 0.025 were

also set experimentally.

At each level, a Kalman filter similar to what is described in (3.5) was used, while the

initial conditions were updated at each level. The linking between the estimated positions

of the current frame and detections of next frame with the maximum linking distance

criteria was performed using the Hungarian algorithm (Kuhn 1955). The linked positions

were the new observation of the Kalman filter. The maximum linking distance criteria

was also varied at each level. This parameter was set to vmax/fr, wherefr is the system

frame-rate and vmax is the maximum velocity range of a specific level. When a track of a

MB was formed, the MB ’s velocity was estimated. Defining a MB track γk as a set of

Nk MB locations at specific times as

γk = {((xi, yi, zi), ti)}
Nk

i=1 = {(~ri, ti)}
Nk

i=1, (3.6)

the mean velocity of the track γk is

~̄vk =
~rNk
− ~r1

tNk
− t1

, (3.7)

and its instantaneous velocity at ith position is

~vik =
~ri+1 − ~ri
ti+1 − ti

. (3.8)

If the estimated velocity for a track was above the tracker’s velocity range, the track was

removed from the list of valid tracks. Finally, the MB positions of valid tracks were

removed from the list of MB positions. Similarly, the remaining untracked MBs were

processed at the next level.

Table 3.2: Observations regarding large and small values of σν and σǫ

Small σǫ Large σǫ

Small σν Unable to track fast flows Uncertain tracks linking

(large vessels) (wavy and squiggly tracks)

Large σν Unable to track fast flows Unable to track fast flows

(large vessels) (large vessels)

Generate short and sparse tracks Increase uncertain track linking

(wavy and squiggly tracks)
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3.3.2 Evaluation
The performance of tracking was evaluated from a variety of perspectives using various

metrics.

3.3.2.1 ASSIGNMENT-BASED METRICS

Estimated tracks were paired with ground-truth tracks using their minimum distances

as described in (Chenouard et al. 2014). Based on a gate distance with the size of a

wavelength, the true positive (TP), false positive (FP), and false negative (FN) tracks and

positions were determined (Chenouard et al. 2014). Jaccard similarity was then calculated

as follows

JSC =
TP

TP + FP + FN
. (3.9)

The Jaccard similarity coefficient (JSC) has a value between 0 and 1 and represents the

similarity between the estimated tracks and the ground-truth tracks. The root mean square

error (RMSE) of the TP positions were calculated as a measure of the sub-wavelength

accuracy. This study extended the assignment-based metrics to the velocity vectors. A

paired velocity vector with an angle error less than 45 degrees and a magnitude error

less than 20% was considered as a TP vector. As with tracks and positions, the JSC and

RMSE of velocity vectors were evaluated for similarity and accuracy.

3.3.2.2 PROFILE-BASED METRICS

Based on the known ground truth for the velocity profile and the geometry of the tube,

the velocity profiles of the SR images were compared with the ground truth. The same

parabolic profiles across the tubes were expected, so the relative bias (RB) and relative

standard deviation (RSD) were calculated over several cross-sections of the tubes. The

velocity profiles were derived using spline interpolation of the velocity maps. Table 3.3

lists the profile-based metrics. A similar method was used to estimate intensity profile

values over intensity maps. To assess the diameter (D) of vessels, the 90% width of the

profile was calculated. Using the 90% width, it can be seen that different trackers can

generate spurious tracks outside the vessel. In addition, the full width at half maximum

(FWHM) of the profiles was determined for comparison purposes.

3.3.3 Simulation results
The images obtained by NN, K, and HK trackers for a medium MB density scenario

with localization uncertainty of λ/5 as well as the image from the ground-truth tracks

are shown in Figure 3.18. The cross-sections from which the profiles were calculated are

shown by the green dashed lines in this Figure.
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(a) Ground-truth tracks (b) Nearest-neighbor tracks

(c) Kalman tracks (d) Hierarchical Kalman tracks

Figure 3.18: (a) The ground truth tracks marked by several green cross-sections over

which the velocity and intensity profiles were calculated. SR images attained by (b)

nearest-neighbor, (c) Kalman, and (d) hierarchical Kalman trackers in a scenario with an

uncertainty of λ/5 and medium MB density.

3.3.3.1 ASSIGNMENT-BASED METRICS

A summary of all the assignment-based metrics for different scenarios is shown in Table

3.4 which shows the best trackers according to the performance metrics (JSC and glsrmse).

In terms of ground truth similarity, the HK tracker performed better in all the high-

density scenarios. This tracker also had a lower RMSE in 75% of scenarios. Only in

low and medium density scenarios with low localization uncertainty, the NN tracker

was competitive with the K and HK trackers (0.05λ and 0.10λ). Reducing the gate size

led to similar trends in performance metrics. However, it is worth to mention that the

results were worse when smaller gate sizes were used, particularly for scenarios with

high uncertainty, and the RMSE estimates were less accurate. More detailed performance

metrics for extra scenarios as well as the effect of the gate sizes on these performance

Table 3.3: Definition of profile-based metrics.

Ground truth ~vg(r) = Vp

(

1− ( r
R
)2
)

Estimations {~vi(r)}
N
i=1

Mean Profile ~̄v(r) = E{~v1(r), ~v2(r), . . . , ~vN (r)}

Standard Deviation Profile ~vSD(r) =
∑N

i=1 (~vi(r)− ~̄v(r))2/N

Relative Bias E{~̄v(r)− ~vg(r)}/Vp

Relative Standard Deviation
√

E{|~vSD(r)|}/Vp
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metrics can be found in the supplementary document for the paper 4 (Taghavi, Andersen,

Hoyos, Schou, Gran, et al. 2022).

Table 3.4: Assignment-based ranking for Nearest-Neighbor (NN), Kalman (K), and

Hierarchical Kalman (HK) trackers using 100 independent simulations for each scenario.

The tracker with the best metric for various uncertainty (λ/20 ∼ λ/2) and MB density

(low, medium, high) scenarios is included in the Table. In scenarios where the best tracker

was not significantly superior, the other trackers with relative metric difference less than

2% are included as well.

SD of Localization Uncertainty 0.05λ 0.10λ 0.20λ 0.50λ

MB density Low Medium High Low Medium High Low Medium High Low Medium High

Track Level JSC NN NN/HK HK NN NN/HK HK K K HK HK HK HK

JSC HK HK HK HK/K HK HK K K K/HK K K HK
Position Level

RMSE HK HK HK HK HK HK HK/K HK/K HK K K K

JSC HK/K HK HK HK/K HK HK HK HK HK HK HK HK
Mean Velocity

RMSE HK HK HK HK HK HK HK HK HK/K K K K

JSC HK HK HK HK/K HK HK K K K/HK K/HK HK/K HK
Inst. Velocity

RMSE K/HK K/HK K/HK K/HK K/HK K/HK HK/K HK/K HK/K HK/K HK/K HK/K

3.3.3.2 PROFILE-BASED METRICS

The mean intensity profiles across two vessels are represented in Figure 3.19. In com-

parison with the HK tracker, both the NN and K trackers showed larger vessel diameters.

Table 3.5a summarizes the estimated diameters in this scenario. The estimated diameters

were closer to the ground truth when the HK tracker was used. The small vessel diameter

was estimated 2.8% larger by the HK, while the it was estimated 31.6% and 55.6% greater

than its actual size by the K and NN trackers. These values for the large vessel were

12.6%, 17.2%, and 37.6% when the HK, K, and NN tracker were used.
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Figure 3.19: Intensity profiles for large (right) and small (left) vessels in a scenario

with localization uncertainty of λ/5 and medium MB density. Each intensity profile is

normalized to the value of the intensity at the center of the vessel.
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Figure 3.20 shows the mean and instantaneous velocity profiles with statistics listed in

Table 3.5b and 3.5c. In the NN tracker, the RSD was higher, while both K and HK trackers

showed a noticeable improvement. In contrast to the intensity profiles, the velocity profile

statistics showed a small degradation in RSD, when the HK tracker was used.

(a) Mean Velocity

(b) Instantaneous Velocity

Figure 3.20: (a) Mean and (b) instantaneous velocity profiles for large (right) and small

(left) vessels. The ground truth (GT) is the blue parabolic profile. The shaded region

indicates the standard deviation.

The functionality of the three trackers in the presence of higher peak velocities is

shown in Figure 3.21, which depicts the reduction in the performance of the trackers

for tracking higher velocities at a given frame-rate. The profile-based metrics for these

simulations are summarized in Table 3.6 and show this performance degradation.
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3.3.4 Measurement results
The phantom measurement was only used for the confirmation of the structure. Figure 3.22

shows the known structure of the phantom was realized by the scan and pipeline setup.

The visual comparison of a pair of tubes in Figure 3.22, shows that the K and HK trackers

produced more straight tracks complying with realistic flow streamlines. Even though

Table 3.5: Profile-based metrics for a medium density scenario with localization uncer-

tainty of λ/5.

(a) Intensity Profiles

Small vessel (250µm) Large vessel (500µm)

NN K HK NN K HK

D (µm) 389 329 257 688 586 563

FWHM (µm) 307 247 164 607 531 441

(b) Mean Velocity Profiles

Small vessel (5 mm/s) Large vessel (10 mm/s)

NN K HK NN K HK

RB (%) 4.99 2.61 4.27 -8.25 -0.77 1.69

RSD (%) 17.29 8.90 12.88 10.03 7.01 8.34

(c) Instantaneous Velocity Profiles

Small vessel (5 mm/s) Large vessel (10 mm/s)

NN K HK NN K HK

RB (%) 35.71 8.70 7.98 16.06 3.26 4.45

RSD (%) 41.77 12.94 16.07 31.73 9.00 9.84

Table 3.6: Statistics of the instantaneous velocity profiles for a medium density scenario

with localization uncertainty of λ/5.

Tracker Metric
Peak Velocity

5 mm/s 10 mm/s 15 mm/s 20 mm/s

NN
RB (%) 28.29 13.36 -3.98 -8.76

RSD (%) 40.34 23.65 26.96 15.91

K
RB (%) 14.69 8.78 -2.55 -8.94

RSD (%) 21.26 14.64 15.91 14.89

HK
RB (%) 8.02 8.12 5.95 -1.98

RSD (%) 16.62 14.67 14.6 17.78
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(a) Peak velocity: 5 mm/s (b) Peak velocity: 10 mm/s

(c) Peak velocity: 15 mm/s (d) Peak velocity: 20 mm/s

Figure 3.21: Instantaneous velocity profiles of small vessel with different peak velocities

for a scenario with localization uncertainty of λ/5 and medium MB density.

the structure of the phantom was known in this measurement, the casting dimensions of

the tubes were not usable as a geometric ground truth as the phantom was exposed to an

uncontrolled expansion during its maintenance.

3.3.5 In vivo results
In the proposed HK tracker, Kalman filters with varying initial and linking conditions

were applied to the different ranges of blood velocities. Figure 3.23 shows that the slow

blood flow was reconstructed in the first level, and then faster flows were recovered in the

next levels. The small arteries (red tracks with arrows pointing to them) near the veins

appeared at level 4, while they were mostly hidden in the previous levels.

The overall visual enhancement using the HK tracker compared with the NN and K

trackers is depicted in Figure 3.24 and Figure 3.25. One region in the medulla and one
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(a) Power map vs. SR intensity map

(b) Nearest-neighbor (NN)

(c) Kalman (K)

(d) Hierarchical Kalman (HK)

Figure 3.22: The structure of the tubes inside the phantom is shown in (a) by accumulated

CEUS images (left) and SR intensity map (right). The zoomed on the fourth pair of

tubes with (b) NN, (c) K, and HK (d) trackers. The flow direction is encoded by colors

corresponding to the color wheel (e.g., a vessel with flow from left to the right is shown

in yellow).
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Figure 3.23: The reconstructed tracks at different levels using the proposed hierarchical

Kalman (HK) tracker. The Images show a coronal view of the first kidney in a velocity

map. The maximum velocities are corresponded to the maximum velocity range at each

level of HK tracker, i.e. 3, 6, 9, 12, and 15 mm/s. Small arteries with faster flows are

indicated by arrows.

region in the cortex in all velocity maps were selected and zoomed in Figure 3.26. In

these regions, the diameters of four marked vessels are reported in Table 3.7. In line with

the simulations, the estimated diameters from the HK results were smaller than the values

from two other trackers. Marker 4 shows a vein example where only part of the vessel

was in the imaging plane. It seems that the vein was not fully filled with tracks in this

example. The same effect can occur in any other region if the vessel is not completely in

the 2-D imaging plane, resulting in an insufficient detection of MBs during the acquisition

time. Since there is not ground-truth for the in vivo data, only the distributions of the

velocities in these regions were investigated and not the profiles. It can be seen from

Figure 3.27 that the majority of MBs tracked in both the cortex and medulla had relatively

slow velocities of less than 2 mm/s. Using 98% of the cumulative density functions for

the peak velocity, the peak velocity in the medulla was estimated to be 1.65 mm/s, while

the peak velocity was estimated 3 to 4 times higher by the NN and HK trackers. The peak

velocities in the cortical region were 5.05 mm/s, 8.25 mm/s, and 9.90 mm/s for the HK,

K, and NN trackers.

The computation time of the three trackers for the in vivo data with 3 million MB

positions over 32362 frames, using an identical processing unit (Intel® Core™ i7-8700

CPU @ 3.20GHz), was 3.22, 33.71, and 35.70 minutes for the NN, K, and HK trackers,

respectively. This indicates that a 5 level HK tracker had roughly the same computation

time as the simple K tracker, and both were 10 times slower than the NN tracker.
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(a) Nearest-Neighbor (NN)

(b) Kalman (K)

(c) Hierarchical Kalman (HK)

Figure 3.24: Intensity maps of the renal vessels, constructed by (a) NN (b) K and (c) HK

trackers. The dynamic range in all images is 60 dB.
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(a) Nearest-Neighbor (NN)

(b) Kalman (K)

(c) Hierarchical Kalman (HK)

Figure 3.25: Velocity maps of the renal vessels, constructed by (a) NN (b) K and (c) HK

trackers. The flow direction is encoded by colors corresponding to the color wheel (e.g., a

vessel with flow from left to the right is shown in yellow). The velocity magnitude from 0

to 15 mm/s are also encoded by color brightness.
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Figure 3.26: Zoomed-in cortical (top) and medullary (bottom) regions of velocity maps,

constructed by (a) NN (b) K, and (c) HK trackers. The red markers shows the vessels

selected for diameter estimation and the red dashed regions shows the area for calculation

of velocity distribution.

(a) Cortex (b) Medulla

Figure 3.27: Distribution of velocity in the (a) cortical and (b) medullary regions.
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Table 3.7: Diameters of the four marked vessels in Figure 3.26.

Marker Nearest-Neighbor Kalman Hierarchical Kalman

(1) 150.40 µm 107.41 µm 79.62 µm

(2) 382.54 µm 311.42 µm 231.75 µm

(3) 131.66 µm 127.01 µm 79.10 µm

(4) 155.61 µm not saturated 113.37 µm

(a)

(b)

Figure 3.28: Comparison of 3-lvl (left), 5-lvl (middle), and 15-lvl (right) HK trackers.

The entire kidney is shown in (a) including red rectangles which are zoomed in (b).

The HK trackers with different number of levels were also qualitatively compared in

Figure 3.28, demonstrating that a 3-lvl HK tracker can generated obvious spurious tracks

while a 15-lvl HK tracker can miss many of the slowly flowing MBs as it has a much

smaller velocity range window at each level.

3.3.6 Forward-backward tracker
So far, the MBs were tracked conventionally from the first frame to the last frame. But

what will happen if we track the MBs from the last frame to the first frame?

The block diagram for tracking MBs with a forward-backward configuration is shown

in Figure 3.29. In the forward-backward configuration a same kind of tracker simultane-

ously tracks MBs from the last-frame to the first frame. The direction of tracked MBs

in the backward tracks was reversed, and then inserted into an image together with the

forwardtracks, forming forward-backward tracks. Tracking was done using the three
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Figure 3.29: Block diagram for tracking MBs in a forward-backward manner

trackers introduced earlier, i.e. , NN, K, and HK. To assess the new unique track positions,

forward and backward tracks were inserted into two high resolution images. Then, the

percentage of the new backward track positions compared with the forward tracks was

calculated as

Pnew =

∑n
i=1

∑m
j=1 Ib(i, j)Īf (i, j)

∑n
i=1

∑m
j=1 If (i, j)

× 100, (3.10)

where If and Ib are the binary images of forward and backward tracks with the image

dimensions of n×m, and Īf (i, j) = 1− If (i, j).
The velocity profiles of tracked MBs in simulations with known ground-truth profiles

are shown in Figure 3.30. The RSD of the profiles remained unchanged, when the NN

tracker was employed. On the other hand, the improvement of RSD was between 28% to

40%, when the forward-backward strategy was employed with the K and HK trackers.

The SR images of the cortical region of a rat kidney, shown in Figure 3.31, demon-

strates some differences between the two strategies. Figure 3.31.b includes roughly double

the amount of tracks in comparison with Figure 3.31.a (28,681 tracks vs. 14,510 tracks).

It seems that the cortical radial veins (green) and arteries (red) were filled better with MB

trajectories in Figure 3.31.b. Calculating new track positions in backward tracks using

(3.10), showed 35% additional positions that were not found in the forward tracks.

3.3.7 Discussion
In this section, a new HK tracker was introduced and its performance was compared

with the K and NN trackers in various scenarios and using a several performance metrics.

A detector-independent simulation setup with known ground truth tracks was used to

evaluate tracking algorithms. According to the benchmark, reported in Table 3.4, the

HK tracks were more similar to the ground truth in 38 out of 48 cases, especially in

scenarios with a high level of uncertainty and a high density of MB positions. The HK
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Figure 3.30: Relative bias (RB) and relative standard deviation (RSD) of velocity profiles

of small (top) and large (bottom) tubes. The velocity is estimated using the nearest-

neighbor (NN), Kalman (K), and hierarchical Kalman (HK) trackers with forward (F) and

forward-backward (FB) configurations. Dashed lines shows the mean profile and shaded

area is the standard deviation around the mean value.

tracker also achieved the lowest RMSE in 26 out of 36 scenarios. The velocity profiles

from the HK tracker were roughly similar to those estimated by the K tracker, however,

the intensity profiles showed a better estimation of diameter and, therefore, a better

structure improvement by the HK tracker. In the presence of higher MB concentrations

and higher uncertainty, the performance of all three trackers degraded. Nevertheless, it

was anticipated from the simulations that the HK tracker would outperform the two other

trackers under the same conditions.

Interestingly, the in vivo SR images showed a visual enhancement in image quality

when the proposed HK tracker was used. This could be seen both from more delicate mi-

crovascular structures, such as the vasa recta in the medulla†, as well as neatly streamlined

MB trajectories in large vessels. In Figure 3.25a, the dense vessel structures of the cortex

were reconstructed with almost random flow directions. These structures were more

† see demonstration of vesa recta structures in a postmortem rat kidney filled with microfil silicon rubber in
Figure 10 of (Bankir, Bouby, and Trinh-Trang-Tan 1989)
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Figure 3.31: Super-resolved velocity map of the cortical region of a rat kidney with a

hierarchical Kalman tracking in (a) forward and (c) forward-backward manner. The scale

bar in the bottom right is a wavelength. Three regions of (a) and (c), marked by rectangles,

are zoomed in (b) and (d).

distinguishable in Figure 3.25b. However, the vasa recta sturctures with slow flow looked

much sparser compared with the same region in Figure 3.25a. In Figure 3.25c, a distinct

vessel structure and flow direction could be observed in both the cortical and medullary

regions. Moreover, the smooth streamlines of the MB trajectories from HK tracker were

noticable in the vasa recta bundles in medulla (bottom) and the arcuate veins and arteries

(top) in Figure 3.26. The marked in vivo vessel diameters also had the same trend as the

simulations. In Figure 3.25, the velocity maps appeared sparser from Figure 3.25-a to

Figure 3.25-c. This is because the NN had more overlapping tracks and more linked MBs.

Although the NN tracker generated a greater number of tracks, but based on the JSC and

RMSE, we speculate that most of these tracks were not TP.

A direct measurement from decades ago, estimated a velocity less than 2 mm/s in

the medulla at the apex of inner medulla, known as the renal papilla (Holliger et al.

1983). This finding is in line with the velocity estimates by the HK tracker, shown in

Figure 3.27b. It is worth mentioning that direct measurement of blood flow velocity in

the microvasculature is quite challenging, and no imaging modality has been proven to

measure these velocities deeper inside an organ.

In a study using nano computed tomography (CT), the dense and complex vascular

structure of rat kidney cortex was demonstrated (Wagner et al. 2010). The renal cortex

vessel network appears to be better visualized in Figure 3.24a, and it seems that some

of the information is missing from the K and HK. This is because the Kalman filter,

discussed in Section 3.3.1.2, attempts to predict linear motion models for the MBs.

Additionally, many of the cortical vessels do not completely fit within the imaging plane.

Consequently, the many MBs passing through the imaging plane shortly do not fit the
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flow model. Moreover, these projected vectors into the 2D imaging plane could lead to

unreliable displacement and velocity estimations. A better example of unreliable tracks

in this region is shown in Figure 3.25a, where velocity vectors moving in all directions

obscured the data from in-plane vessels. A 3D ultrasound imaging, using a 2D sparse

array (Harput et al. 2019), row-column addressed arrays (Jensen, Ommen, et al. 2020), or

matrix probes (Chavignon et al. 2020; Heiles et al. 2019), is needed to capture full MBs

displacements reliably.

In the simulated phantom, the diameter of the small vessel is equal to the wavelength

(λ). MB trajectories within each vessel, however, were separated by a sub-wavelength.

These closely placed streamlines can be perceived as several microvessels. By adding

uncertainty to the MB positions, solving a tracking problem becomes more challenging.

Similarly, velocity profiles must be estimated with sub-wavelength resolution in the

velocity maps.

A tracking algorithm’s computational complexity depends on the number of MB posi-

tions (inputs) and the generated tracks (outputs). Depending on localization uncertainty,

MB lifetime, and structure complexity, one or both could be stochastic. The HK tracker

uses multiple Kalman filters, but the number of MB positions processed at each level is

reduced relative to the previous level.

Ultrasound contrast data usually suffer from low SNR, since the voltage needs to

be low (corresponding to low MI) to avoid disrupting all the MBs, but high enough to

capture their non-linear response. The low SNR could produce residual clutter which

generates false detections or miss detections. This effect can be added to the simulations

by generating or removing random MB positions while keeping the ground-truth tracks

the same as before.

The maximum velocity of the velocity maps can be increased by using fast imaging

sequences (Jensen, Nikolov, et al. 2006; Tanter and Fink 2014). In addition, higher frame

rates allow for more accurate tracking with fewer linking errors, since a shorter linking

distance (vmax/fr) is needed to reconstruct a velocity map with the same maximum

velocity.

MB infusion allows for greater control over the amount of MBs during scan. Thus, the

doses of MBs used in the experiments on rats were considerably lower than those given as

bolus injections to humans for the examination of, say, tumors or liver. Infusion and bolus

injection are not comparable. Based on pre-trials in which different concentrations and

infusion rates of MBs were tested, the infusion settings were selected. Other settings will

probably be needed for another organ, whether it be in an animal or a human, depending

on the vascularity and flow of the organ and the size of the animal/human. Even though

the SonoVue is not yet FDA-approved for infusion in human, several studies have worked

with MB infusion in humans, and it does not appear to change the safety profile of the

drug. So, clinical translation of human SRI using infusion is achievable. In humans, larger

out-of-plane motion may pose challenges, so going from 2D to 3D would be beneficial.

Clinical implications for SRI of a kidney would include, for example, finding out whether

microvascular changes in structure or flow precede microalbuminuria in individuals with
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diabetes. As a result, renal involvement could be diagnosed earlier and microvascular

effects of renoprotective drugs could be monitored more easily. Another large field

where the technique may improve diagnosis and treatment effectiveness is cancer. For

example, SRI could be used to differentiate malignant lymph nodes from healthy ones

non-invasively.
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CHAPTER 4
Blood Vessel Segmentation

So far the various part of SR processing pipeline, shown in Figure 4.1, has been explained.

The resulted SR images contain a lot of information with potential clinical applications. In

this chapter, a way for quantification of the vessel structured in these images is discussed.

This chapter is adopted form paper 5 (Taghavi et al. 2022), and paper 10 (Taghavi

et al. 2021).

4.1 Method

4.1.1 Vessel Classification
Figure 4.1 (bottom right) illustrates a velocity map accumulating more than 30,000 tracks.

Although the flow direction is encoded by colors in the velocity map, a specific color may

indicate to both venous and arterial flows in different regions of the image. It is shown

better in Figure 4.2, where red colors in the velocity map indicate both some arteries and

veins.

Considering track definition in equation (3.6) and the velocity of the MB in equation

(3.8), the MB locations (~ri) and directions (∠~̄vik) are known at any time. In the following,

these information are used to make vessel classification and to separate veins and arteries

from each other. This process was implemented semi-automated. First, an expert in

renal anatomy labeled the inner medulla (IM), outer medulla (OM), and cortex (CO).

Additionally, arterial flow direction was drawn for these regions. This was a relatively

easy task since the arterial blood in the kidney follows a specific pattern. Upon entering

the kidney, the blood flows through the renal artery, distributes through the segmental

arteries, and then divides into smaller branches of the arcuate arteries that run along the

cortex and medulla borders. Cortical radial arteries travel toward the renal surface, while

juxtamedullary efferent vessels enter the vasa recta and travel toward the renal papilla in

the medulla. A similar pattern also exist for the veins, since veins and arteries run parallel

to one another with opposite flow direction*. Figure 4.3 shows the arterial flow direction

in different regions.

The MB trajectories were filtered based on the MBs’ positions (~ri) and their flow

directions (∠~̄vik). With this filtering, particular tracks in specific regions could be included

* The parallel nature of arteries and veins in the renal vasculature is discussed and described more in
(Nordsletten et al. 2006)

63
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Figure 4.1: Super-resolution ultrasound image processing scheme
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Figure 4.2: Zoom in regions of a velocity map demonstrating unclassified vessels. For

example, a red color can represent a vein in a region and at the same time an artery in

another region.

or excluded. In a ROI where arterial flow direction has an angle of θa, a track position

was classified as arterial track position if ~ri exists in that ROI and θa − ∠~̄vik < ∆θ/2.

With the last term, tracks that had an angular deviation greater than ∆θ with respect to

the labeled arterial flow were excluded. In the medullary regions, ∆θ was set at 90◦, and

in the cortex, it was set at 125◦. Considering the fact that venous flows almost always

oppose arterial flows, venous tracks can be classified on the basis of the same constraint

with θv = θa + 180◦ rather than θa.

4.1.2 Vessel Segmentation

4.1.2.1 PREPROCESSING

Interesting objects to segment in the track maps are the small vessels rooted into the

cortex and bundles of tiny vessels, called ascending vasa recta (AVR) and descending vasa

recta (DVR), in the medulla. Assuming that the majority of MB trajectories are estimated

inside the vessels, a mask was designed for the isolation of tracks. The mask was created

from track maps with the following steps. First, the track maps were convolved with a

Gaussian filter with the size of 500 µm and standard deviation of 25 µm to give a higher
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Figure 4.3: Manual labeling of different regions (dashed lines) and arterial flow direction

in each region (arrows) based on the anatomical information.

weight to a denser subset of tracks and lower weight to more sparse tracks. Second, a

mask with isolated solid structures was created by applying an adaptive threshold based

on the local mean values to the filtered image, using the “adaptthresh” function in Matlab.

The local window size and sensitivity of the adaptive threshold were 500 µm and 0.5.

This procedure is shown for three different regions of the kidney in Figure 4.4. Lastly, the

isolated regions with an area smaller than 0.06 mm2 were considered noise and removed

from the data using “regionprops” function in Matlab. The remained isolated regions in

the mask were used individually to extract centerlines of the potential vessels.

4.1.2.2 CENTERLINE EXTRACTION

The isolated tracks were obtained by masking the track map. Isolated tracks inside a

region of the binary mask are shown in Figure 4.5-a. The isolated tracks were dilated with

a disk element of radius 25 µm and closed immediately with a disk of 50 µm, using the

“imdilate” and “imclose” functions in Matlab (Figure 4.5-b). The skeleton of the dilated

region was extracted using “bwmorph” function (Figure 4.5-c). All vertices and edges of

the skeleton were determined by pixel tracing (Figure 4.5-d). Edges with a smaller length

than 125 µm were removed (Figure 4.5-e). The skeleton was branched by removing the
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Figure 4.4: Preprocessing steps for track isolation. (a) shows three examples of classified

tracks in the outer medulla (left), cortex (middle), and larger vessels (right) with red

regions, zoomed in (b). (c): Gaussian filtering. (d): adaptive thresholding.

vertices with a degree higher than one (Figure 4.5-f). The process of removing the vertices

and short edges was continued until all branches of the skeleton only had pedant vertices

(Figure 4.5-g).

4.1.3 Characterization
With the estimated centerline and isolated tracks, different features of the segments and

tracks were quantified. These features are described below:

4.1.3.1 VELOCITY

The distribution of the estimated velocities (~vik), defined in (3.8), in different regions and

different classes of vessels were calculated. The peak velocity was measured as 98% of
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(a) Isolated tracks (b) Dialation

(c) Skeleton (d) Graph of skeleton

(e) Removing short edges (f) New graph

(g) Branching (h) Centerlines

Figure 4.5: Steps from isolated tracks to extraction of centerlines in the isolated area.

Red dots in the graph show pendant vertices, and green circles are vertices with higher

degrees.
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the cumulative distribution function (CDF) of the estimated velocities.

4.1.3.2 DIAMETER

Assuming that uncertain MB positions have normal distribution around vessel’s centerline,

over 95% of positions would be within 2σ distance of the centerline, where σ is the

standard deviation of MBs’ distances from the centerline. Therefore, 4σ was considered

as the vessel diameter (Figure 4.6-a).

4.1.3.3 LENGTH

Indicating the length of each centerline (Figure 4.6-a).

4.1.3.4 TORTUOSITY

The centerline tortuosity was calculated as the ratio between the centerline’s length to

the distance between two ends of the centerline. The tortuosity of a straight line is 1 and

increases by the degree of curvatures and bends in the centerline (Figure 4.6-b).

4.1.3.5 TRACK DENSITY

The ratio of non-zero pixels to all pixels in a local region was defined as the structure

density. Since the density may differ in different local regions, the entire ROI was divided

into 50% overlapped 2× 2 mm local regions, and the structure density was calculated for

each (Figure 4.6-c).

4.1.3.6 INTERSEGMENT DISTANCE

The mean of distances from a segment to its adjacent segments (Figure 4.6-d).

Of the above-mentioned features, velocity, diameter, and track density were calculated

based on the individual tracks, while the other features were calculated based only on the

extracted segments.

A Wilcoxon signed-rank test was performed to compare features of two classes

of vessels, i.e. arteries and veins. The p-value of the test was used to assess how the

difference between quantified features of classified vessels was statistically significant

in the different regions of the kidneys. Considering the small sample size of the study

(10 kidneys) and assuming that data had a t-distribution, 95% confidence interval of the

median and interquartile range (IQR) of the quantified features were also reported. Finally,

the distribution of significant features was shown in the form of box plots.

4.2 Results

Over 300,000 tracks in different regions of 10 kidneys were classified, and 5,606 segments

were extracted in total. Figure 4.7 shows the classified artery and vein tracks, demon-
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(a) Vessel diameter and length (b) Tortuosity

(c) Track density (d) Intersegment distance

Figure 4.6: Examples of different morphological quantification metrics. Dashed lines are

estimated centerlines. (a) diameter and length, (b) tortuosity: ratio of length over distance,

(c) Track density: measuring track density in overlapped patches, and (d) Intersegment

distance: average distance of a centerline to its adjacent centerlines.
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strating the separated arterial and venous flow in the kidney. Sparser artery tracks in the

cortical region (dashed oval) and existence of many arteries behind the veins (dashed

rectangles) were noticeable. Examples of automated segments from classified artery and

vein tracks are shown in Figure 4.8, visualizing the estimated centerlines and the potential

vessel walls for the group of tracks.

The statistics of the quantified tracks and segmented data, including t-distribution of

median and IQR with 95% confidence interval and the p-value of the Wilcoxon signed-

ranked test on these metrics, are summarized in Table 4.1.

Table 4.1: Median and inter-quartile range of estimated features for the classified ar-

teries/DVR bundles (red) and veins/AVR bundles (blue) in three regions. The 95%
confidence interval and p-value for each metric are reported. The gray highlighted metrics

were considered statistically significant by the Wilcoxon signed-rank test (p ≤ 0.006).

Feature Metric IM Vasa recta bundles OM Vasa recta bundles CO

0.87 ± 0.07 0.84 ± 0.03 1.87 ± 0.33
Median

0.63 ± 0.03

}

p = 0.002
0.68 ± 0.03

}

p = 0.002
1.63 ± 0.26

}

p = 0.695

0.06 ± 0.02 0.04 ± 0.01 0.48 ± 0.15
IQR

0.04 ± 0.01

}

p = 0.065
0.03 ± 0.01

}

p = 0.193
0.24 ± 0.08

}

p = 0.002

2.06 ± 0.15 1.98 ± 0.07 13.89 ± 0.92

Velocity [mm/s]

Peak

(CDF-98%) 1.56 ± 0.05

}

p = 0.002
1.61 ± 0.04

}

p = 0.002
9.05 ± 1.60

}

p = 0.002

178.68 ± 10.18 187.60 ± 5.51 163.09 ± 19.48
Median

167.18 ± 15.21

}

p = 0.232
168.80 ± 19.50

}

p = 0.084
173.26 ± 8.52

}

p = 0.275

101.40 ± 16.73 75.44 ± 7.57 97.83 ± 6.08
Diameter [um]

IQR
84.91 ± 13.73

}

p = 0.193
103.06 ± 6.45

}

p = 0.002
96.68 ± 12.52

}

p = 1

0.88 ± 0.06 1.01 ± 0.08 0.69 ± 0.05
Median

0.68 ± 0.14

}

p = 0.006
0.88 ± 0.13

}

p = 0.002
0.74 ± 0.06

}

p = 0.193

0.75 ± 0.05 75.44 ± 7.57 0.41 ± 0.04
Length [mm]

IQR
0.51 ± 0.07

}

p = 0.049
0.47 ± 0.05

}

p = 0.002
0.47 ± 0.08

}

p = 0.131

1.11 ± 0.01 1.11 ± 0.00 1.13 ± 0.01
Median

1.12 ± 0.00

}

p = 0.027
1.14 ± 0.01

}

p = 0.002
1.13 ± 0.01

}

p = 0.492

0.06 ± 0.01 0.05 ± 0.01 0.11 ± 0.02
Tortuosity

IQR
0.08 ± 0.01

}

p = 0.084
0.09 ± 0.01

}

p = 0.002
0.12 ± 0.02

}

p = 0.625

0.30 ± 0.06 0.30 ± 0.05 0.10 ± 0.03
Median

0.22 ± 0.07

}

p = 0.006
0.16 ± 0.04

}

p = 0.002
0.17 ± 0.03

}

p = 0.002

0.09 ± 0.02 0.12 ± 0.02 0.07 ± 0.02
Track Density

IQR
0.08 ± 0.01

}

p = 0.557
0.09 ± 0.02

}

p = 0.002
0.11 ± 0.02

}

p =0.014

142.63 ± 87.94 202.19 ± 97.16 163.09 ± 19.48
Median

183.70 ± 87.47

}

p = 0.275
123.43 ± 90.07

}

p = 0.049
169.00 ± 104.75

}

p = 0.275

50.88 ± 33.83 94.39 ± 25.37 95.06 ± 45.44
Segment Density

IQR
85.92 ± 37.58

}

p = 0.084
74.26 ± 34.19

}

p = 0.557
101.97 ± 62.73

}

p = 1

In all regions the median velocity was predicted higher in the arteries compared

with the veins. However, the difference between median velocities was only statistically

significant in the IM and OM regions (p = 0.002). In the CO, the IQR metric showed a

statistically significant difference between arteries and veins (p = 0.002), however, the

test on the median velocity did not reveal significantly higher values for the median of

arterial blood velocity (p = 0.695). The distribution of velocity estimates in different
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(a) Artery tracks (b) Vein tracks

(c) Fusion of both classes

Figure 4.7: Classified tracks into groups of arteries and veins. (a) classified arteries (b)

classified veins, and (c) combination of arteries and veins after classification. Comparing

(c) with (a) and (b), the dashed oval region shows a noticeable sparser arteries compared

with veins in the cortex, and the dashed rectangles show two example of the region with

many arteries behind the veins.
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Figure 4.8: Automatic segmentation of examples in Figure 4.4 (left: outer medulla,

middle: cortex, right: larger vessels). Red dashed lines are the estimated centerlines, and

yellow dashed lines are estimated vessel walls.

(a) Inner Medulla (IM) (b) Outer Medulla (OM) (c) Cortex (CO)

Figure 4.9: Velocity distribution in different regions of the kidney

regions of the rat kidneys are shown in Figure 4.9, demonstrating that blood velocities

in the arterioles of the medullary regions (DVR in the IM and OM) were consistently

estimated higher than the blood velocities in the venules.

The CDF plots of the velocity estimates and the corresponding peak velocities are

shown in Figure 4.10. The statistics of the peak velocities in different regions, summarized

as the last metric for velocity in Table 4.1, indicated that the difference between peak

velocities of blood in the arteries and veins were statistically significant in the three

regions.

The diameter of the bundles of DVR was larger than the groups of AVR in the OM

and IM. In the cortical region, a larger median diameter was estimated for the veins.

Even though the diameter estimates correspond to the visual appearance in Figure 4.7,

only the IQR of the bundle diameters for the AVR and DVR in the OM was statistically

significantly different. The distribution of estimated DVR and AVR bundle diameters in

the OM region is shown in Figure 4.11.

The segments of the DVR bundles were consistently estimated longer than those from

the segments AVR bundles. The artery tracks in the CO were shorter than those from the

veins; however, the comparison of this feature in this region did not show a significant

difference (p = 0.193). The distributions of the segment length in the regions with a

significant difference are shown in Figure 4.12.
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(a) Inner Medulla (IM) (b) Outer Medulla (OM) (c) Cortex (CO)

Figure 4.10: CDF plots of velocity estimates in the arteries (red) and veins (blue) in

various regions for 10 rat kidneys. Solid line is the mean CDF plot and the shadow area is

the standard deviation of the CDFs for 10 rats. Peak velocity is marked by ×.

Figure 4.11: Distribution of estimated diameters in the outer medulla
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(a) Inner Medulla (IM)

(b) Outer Medulla (OM)

Figure 4.12: Segment lengths distribution in the IM and OM regions.
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Figure 4.13: Distribution of tortuosity in the outer medulla

(a) Inner Medulla (IM) (b) Outer Medulla (OM) (c) Cortex (CO)

Figure 4.14: Track density distribution in different regions of the kidney

The segments of AVR bundles were consistently more tortuous than the segments of

the DVR bundles in the OM (p = 0.002). The tortuosity distribution of segments in this

region is shown in Figure 4.13.

Intersegment distance did not reveal any statistical difference between the two classes;

on the other hand, track density showed a consistent pattern of denser DVR in the IM and

OM and denser veins in the CO (p = 0.002). The distribution of the track densities in all

regions is shown in Figure 4.14.

Moving average of the blood velocity in the OM region of 10 kidneys are shown in

Figure 4.15. A lower flow in the venules were observed regardless of uncertainties in the

velocity estimation and this result were consistent among all rats. The classified images

of 9 other kidneys are shown in Figure 4.16.
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(a) Rat 1 (b) Rat 2 (c) Rat 3

(d) Rat 4 (e) Rat 5 (f) Rat 6

(g) Rat 7 (h) Rat 8 (i) Rat 9

(j) Rat 10

Figure 4.15: The moving average blood velocity in the DVR (red) and AVR (blue) of the

outer medulla in 10 healthy kidneys. The moving average window size is 1 minute. In all

the cases, a lower velocity in the AVR was observed.
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Figure 4.16: SR images of the classified vessels on the other 9 kidneys. Arterioles are

shown in red and venules in blue. The kidney for rat 5 is shown in Fig 4.7.

4.3 Discussion

This is the first time a study has investigated an automatic vessel segmentation and

characterization of 10 healthy rat kidneys in SRI. The velocity map was employed for

separation of arterial and venous flow inside the kidneys. The characterized arteries and

veins were compared statistically in three different anatomical regions of the kidneys

using the t-distribution confidence intervals and Wilcoxon signed-rank test. The statistics

showed a clear differentiation between arterial and venous segments both in morphology

and flow dynamics. The arteries and veins of the 10 kidneys were classified in a semi-

automated manner, i.e., the procedures required manual labeling of regions and general

arterial flow directions in the labeled regions as prior information. However, the individual

300,000 tracks were classified automatically based only on the defined anatomical regions

and arterial flow determination in each region.

Several features from the classified tracks and their segments were investigated and

compared statistically. It was shown that the difference in the velocity estimates of the

classified tracks was statistically significant in the IM and OM regions between arteries

and veins. However, these trends were not seen in the CO. Several factors may contribute

to the lower performance of velocity estimates in the cortical regions. First, the 3D



4.3. Discussion 79

complex structure of these rich vascular regions are projected in a 2D imaging plane, and

sometimes, the arteries are sandwiched by veins (Andersen et al. 2021). Second, the blood

flow in the larger arterial branches is pulsatile, and the peak velocity can reach several

cm/s; nonetheless, the velocity estimation using particle tracking in SRI is limited to the

order of 10 mm/s. Tracking algorithms may still under-perform in the presence of a high

density of particles, the complex flow pattern of pulsatility, and the ambiguity of 3D to 2D

projection. The average number of arterial tracks in CO was 55% lower than the venous

tracks, depicting the difficulty of MB tracking in cortical arteries.

Most of the extracted features were statistically significant in the OM region. More-

over, the velocity and track density were two features that showed the statistical difference

in all regions. However, other described features were not statistically significant in all

regions. The unique anatomical structure of each kidney and the rats’ different sizes

and weights may also cause uncorrelated morphological characteristics. Moreover, the

complexity of the morphological features in the 2D ultrasound SRI may be misinterpreted,

when it is accumulated over a thick slice of 3D structure (Andersen et al. 2021). Therefore,

the features calculated for segments, e.g., tortuosity, may not be correspondent to the

actual vessel existing in 3D.

Automatic segmentation of vessel structures in ultrasound SRI is still at the beginning

of its development and requires more investigations. The segmentation performance must

be evaluated using a gold standard. A gold standard requires a rich dataset of ultrasound

SR images of kidneys that have been manually segmented by multiple experts and such

a dataset are not yet available. At a more advanced level, such a gold standard allows

training of deep neural network to extract more accurate and relevant features for blood

vessel segmentation of kidneys.

It is also worth comparing and discussing the result from a clinical perspective. Several

findings in clinical investigations as well as intrinsic nature of SRI based on ultrasound

contrast agents can be used to justify features with insignificant difference. It is shown

in (Khan et al. 2018) how the arteries are wrapped by a nearby vein. The difficulties

in tracking MBs in the larger arteries could be because of both pulsatility of flow and

the phenomenon of venous wrapping of renal arteries. For the same reasons the cortical

artery diameters could be overestimated in SRI. Although it was expected to observe

larger veins compared with arteries (Nordsletten et al. 2006), the estimated interval for

the diameters of arteries (163.09±19.48) were roughly the same as the diameters of the

veins (173.26±8.52) and the difference was not statistically significant (p = 0.275). The

DVR and AVR travel in vascular bundles, primarily in the OM (Ren et al. 2014). It has

been shown that the AVR are both wider and more numerous than DVR (Holliger et al.

1983; Zimmerhackl, Robertson, and Jamison 1985), and when estimating the diameter

of the bundles, one would anatomically expect the AVR to be wider than the DVR (Ren

et al. 2014). However, more MBs are available to track in the DVR compared with the

AVR due to decay or burst of the bubbles, when they travel the long way in the vasa recta;

therefore, the number of tracks from which the diameters were estimated was higher in

the DVR compared with the AVR (the ratio of the number of DVR tracks to the number
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of AVR tracks was 2.28±0.46 among all rats). In addition, the diameter of the vasa recta

bundles that are measured in 2D SRI could be an overlap of several bundles (Andersen

et al. 2021), adding to the outcome of the diameter estimates. The same considerations

are applicable for the track densities in the OM and IM, where from an anatomical point

of view, the AVR was expected to be denser than the DVR.

On the other hand, there were some features that were not expected to be significantly

different, e.g., length of arterioles and veins in the IM and OM. This can also be explained

by the nature of the SRI. As mentioned above, it seems that the MBs that are exposed

to ultrasound waves for longer periods are more likely to have shorter life. With this

hypothesis, the abundance of MBs in the DVR compared with the AVR can be justified as

whatever exists in the AVR has passed through the DVR and were more exposed to the

ultrasound waves.

It was not expected to see more tortuous AVR compared with DVR in healthy rats.

The significant difference in the tortuosity of the centerlines in the outer medulla could be

the result of 2D projection of 3D structure that exist in the elevational thickness of the

ultrasound imaging plane and could cause a miss interpretation of the actual tortuosity of

the vessels.

Some features correspond to the results from previous clinical investigations. The

velocity in the artorioles was statistically significantly higher than in the venules. This

was in line with the previous findings (Holliger et al. 1983; Zimmerhackl, Robertson, and

Jamison 1985). Lastly, it was expected to find a denser structure of the veins in the cortex,

as these are larger compared with the arteries, and it was easier to track MBs in them, as

mentioned. Nevertheless, it should be noted that track density is pixel based and therefore

a relative feature. It can be used for comparison as long as pixel size and track thickness

of all images are the same.



CHAPTER 5
Conclusion

The purpose of this PhD project was to develop an SRI processing pipeline with tissue

motion correction, robust MB tracking, and image quantification. Producing an SR image

of an organ, scanned in vivo , is challenging from several aspects. The live organ is prone

to motions from different sources, such as heart beating and breathing. Furthermore,

the individual MBs should be tracked with a robust tracking algorithm that can cope

with a high concentration of MBs in complex structures. Finally, the SR images need

to be quantified and interpreted. In this thesis, all of these challenges were addressed

by different methods to form an SRI processing pipeline with motion correction, robust

tracking, and some quantifiable outputs.

Tissue motion correction

An SRI processing pipeline with tissue motion correction was presented in Chapter 3.

The in vivo data from the left kidney of Sprague-Dawley rats were processed using the

proposed approach. The result showed that tissue motion could be reliably measured with

micrometer precision. It could be used to compensate for the motion caused by breathing,

heartbeats, and muscle contractions.

Robust MB tracking

A HK tracker was proposed in Chapter 3. The HK tracker attempts to track MBs with dif-

ferent ranges of velocity with corresponding initial conditions and linking distances. The

proposed tracker was compared with the NN and K trackers and evaluated using several

assignment-based and profile-based performance metrics with challenging scenarios of

varying MB density and uncertainty. The results indicate that the proposed HK tracker

outperforms the NN and K trackers for many metrics and in different scenarios, especially

in high concentration and high uncertainty of MB positions. The method also improved

the in vivo image quality. The in vivo results showed noticeable improvement with trends

similar to the simulations, including more accurate diameter estimations. The tracking

algorithm was further extended, and it was shown that having a Kalman-based tracker

with a forward-backward configuration enhanced the tracker performance and improved

the velocity estimation.

81
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Blood vessel segmentation

The MB track segmentation, described in Chapter 4, presented a procedure to classify

arteries and veins in the ultrasound SR images of the rat kidneys, automatically segment

the blood vessels, and extract several features of each class of vessels such as velocity,

diameter, length, tortuosity, and density. The t-distribution of each feature with a 95%

confidence interval was reported, and it was shown that track density and velocity estimates

of the arteries and veins were statistically significant in the different regions of the kidney.

Finally, the challenges of vessel characterization using MB tracks in 2D SRI and its

comparison with a priori anatomical and physiological knowledge were discussed.

Clinical application

One of the main goals of the SRI project was to investigate the feasibility of using SRI for

diagnosing diseases, such as ischemia, diabetes, and cancer. The clinical investigations

were conducted in parallel to the development of the SRI processing pipeline and evolved

during this project. The clinical studies are out of scope of this thesis and the results

related to the clinical application can be found in paper 2 (Andersen, Taghavi, Hoyos,

et al. 2020), paper 3 (Andersen, Taghavi, Kjer, et al. 2021), paper 6, paper 7 (Andersen,

Hoyos, et al. 2019), and paper 9 (Søgaard et al. 2020).

Perspective and Outlook

From this Ph.D. project, it has been shown that better SR images of rat kidneys can

be produced using an SRI processing pipeline with tissue motion correction and robust

tracking. More efficient and fast algorithms need to be investigated for implementing

the SRI processing pipeline in real-world applications. For the moment, most of the

processing is performed offline, as it takes a long time for both motion correction and

tracking. The advanced methods in parallel processing and GPU computing will decrease

the processing time and enable real-time SRI. Another critical challenge that remains is to

extend the developed processing pipeline to 3D data. 2D projection of a 3D structure was

one of the fundamental limitations in motion correction, MB tracking, and quantification.

The motion in elevation direction (out-of-plane) cannot be captured from the 2D ultrasound

images. Projection of the 3D vessel structure to a 2D plane can create very challenging

scenarios for MB tracking. Lastly, many features of the projected 3D structure could be

miss interpreted by quantification of a 2D SR image.
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Abstract— Super-resolution (SR) imaging has the poten-
tial of visualizing the microvasculature down to the 10-µm
level, but motion induced by breathing, heartbeats, and
muscle contractions are often significantly above this level.
This article, therefore, introduces a method for estimating
tissue motion and compensating for this. The process-
ing pipeline is described and validated using Field II
simulations of an artificial kidney. In vivo measurements
were conducted using a modified bk5000 research scanner
(BK Medical, Herlev, Denmark) with a BK 9009 linear array
probe employing a pulse amplitude modulation scheme.
The left kidney of ten Sprague-Dawley rats was scanned
during open laparotomy. A 1:10 diluted SonoVue contrast
agent (Bracco, Milan, Italy) was injected through a jugu-
lar vein catheter at 100 µl/min. Motion was estimated
using speckle tracking and decomposed into contribu-
tions from the heartbeats, breathing, and residual motion.
The estimated peak motions and their precisions were:
heart: axial—7.0 ± 0.55 µm and lateral—38 ± 2.5 µm,
breathing: axial—5 ± 0.29 µm and lateral—26 ± 1.3 µm,
and residual: axial—30 µm and lateral—90 µm. The motion
corrected microbubble tracks yielded SR images of both
bubble density and blood vector velocity. The estimation
was, thus, sufficiently precise to correct shifts down to the
10-µm capillary level. Similar results were found in the other
kidney measurements with a restorationof resolution for the
small vessels demonstrating that motion correction in 2-D
can enhance SR imaging quality.

Index Terms— High-resolution imaging, motion estima-
tion, super resolution (SR), ultrasound.
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I. INTRODUCTION

U
LTRASOUND super-resolution (SR) imaging (SRI) has

been introduced over the last six years by a number

of research groups [1]–[7]. The method uses tracking of

microbubble (MB) contrast agents to visualize the microvascu-

lature down to vessel sizes of 2–20 µm and should under ideal

circumstances be capable of depicting capillary networks. The

images are acquired over several minutes, over which time the

object is considered stationary. This is only possible for fixated

objects, such as a rat brain [5] or a fixated mouse ear [4].

Motion is induced in the tissue from breathing, beating heart,

and muscle contractions [8], and it can be several times larger

than the resolution attainable in SRI. The tissue motion is in

all directions and also deforms the tissue, so it is both spatially

and temporally variant. It is, thus, important to estimate the

motion field and accurately time align it at the precise spatial

locations.

Lately, a number of groups have also addressed motion

correction to relax the requirement on tissue stationarity.

Hansen et al. [9] showed that motion correction of data from

a rat kidney could increase precision from 22 to 8 µm for a

single vessel with the motion estimated at a single location

and for a single vessel example. In [10], motion effects were

reduced by excluding frames with a too high motion from

breathing yielding a resolution of 2.1 µm in the axial direction

and 6.1 µm in the lateral direction. Rigid motion was assumed

throughout the image.

In [11], a rigid motion correction for the whole image

was employed based on a phase correlation method, which

visually gave sharper images and more narrow vessels.

Two-stage motion correction was applied in [8] with a com-

bination of affine registration for the global motion and

nonrigid registration for estimating the local deformation

of tissue. This reduced the width of the microvessels by

a factor of roughly 1.5. The approach was also simulated

for three-dimensional motion correction in [12]. Piepen-

brock et al. [13] used a flow approach to find the velocity

field and suppress the influence from the bubble response on

the motion estimation. The approach was tried on a single

mouse tumor.

Recently, Kierski et al. [14] investigated a more advanced

imaging technique by combining ultrasound microscopy

and dual-frequency imaging technique for obtaining a high

signal-to-noise ratio (SNR) and a high frame rate. Segments
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of 100 contrast images with a frame rate of 500 Hz were

acquired, followed by B-mode images with a frame rate

of 5 Hz. The B-mode frame rate was only sufficient to capture

the motion from breathing and more rapid movements had to

be discarded. None of the previous studies have addressed

the importance of the spatial and temporal difference between

the motion estimates in B-mode images and the contrast

data when the two images are acquired at two different time

points.

The approach taken in this article is to estimate the full

motion for all frames without restrictions on the motion and

then co-register the estimated tracks to a reference frame as

described in Section II. This article is an expanded version

of the conference article [15] with an optimized processing,

motion estimation as a function of both space and time, more

comprehensive statistics, and results from ten rats as described

in Section III. The major contribution is to demonstrate the

importance of the spatial and temporal variation, how it

can be properly found through interpolation, and give the

precision of the motion components in vivo. The kidneys of

Sprague-Dawley rats were selected as scan objects, as they

both experience motion from breathing, heartbeat, and lim-

ited muscular motion making them suitable for controlled,

repeatable, and realistic experiments. The kidney is also a

highly perfused organ, which roughly receives 20% of the

volume flow for the rat with a vascular structure including

both large and small vessels, making it ideal for investigating

the possibility of identifying the whole vascular tree at all

levels.

The SR pipeline is validated on simulated data and on data

from the left kidney of Sprague-Dawley rats as explained in

Section IV. The final results demonstrate that resolution can

be maintained, although the motion is five-to-ten times larger

than the precision attained. Finally, the method is discussed in

Section V.

II. METHODS

This section introduces the various methods in the motion

correction SRI pipeline shown in Fig. 1. The nonlinear imag-

ing scheme is introduced in II-A, and the basic processing

pipeline is presented. The method for determining motion and

correcting it is explained in Section II-C. Finally, the image

formation is presented in Section II-D.

A. Data Acquisition and Imaging Scheme

The data were acquired using a modified bk5000 scanner

(BK Medical, Herlev, Denmark) equipped with a research

interface, developed specifically for this project, for the live

streaming of the data to a disk. This allowed long acquisi-

tions for 10 min of beamformed radio frequency (RF) data.

A "hockey stick" X18L5s transducer (BK 9009, BK Medical,

Herlev, Denmark) was employed for imaging. This linear array

probe with 150 elements covers an imaging width of 24 mm,

which was sufficient for scanning a full rat kidney. The height

of the aperture was 3.4 mm, and the elevation focus was at

Fig. 1. Block diagram of the processing scheme used in this article.
The blue rectangle in the B-mode image indicates a local region used to
estimate the dynamics of the motion.

20 mm for an elevation F-number (depth divided by active

aperture width) of 5.9.

A pulse amplitude modulation sequence was used for imag-

ing [16] with a transmit frequency of 6 MHz. It employed a

sliding aperture approach of 25 elements with a focal depth

of 10 mm. Each active aperture emitted three times, one

with full amplitude and two with half amplitude. This com-

bination of emissions gave the amplitude-modulated response

for enhancing the nonlinear signal from the contrast agent.

The active aperture then slided across the array for a total

of 91 active subapertures. This is visualized in Fig. 2 and

is referred to as the contrast sequence. After this, a B-mode

image was acquired. It employed the same 91 active subaper-

tures and, however, emitted only once per active subaperture.

This resulted in 3 ·91+91 = 364 emissions per full sequence.

The transmit voltage was kept low with a corresponding

mechanical index (MI) of 0.2 to avoid disrupting the MBs.

The pulse repetition frequency fprf was 19.6 kHz for a frame

rate of 53.85 Hz.

The MB dilution of 1:10 was chosen for the individual

MBs’ point spread function to be distinguishable in each

image frame. Due to the contrast dilution, an acquisition time

of 10 min was chosen, as pretrials showed this scan duration

was needed to sufficiently fill the dense vasculature of the

kidney with MBs [17].

Three emissions of the contrast sequence corresponded to

the same image line as one emission in the B-mode sequence.
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Fig. 2. Imaging scheme used in the in vivo studies. Each contrast sequence consisted of 3 × 91 emissions followed by a B-mode sequence
consisting of 91 emissions. While each image line, in the contrast and B-mode images, refers to the same lateral position, there was a unique delay
between the time of formation of each line in the contrast images and the corresponding line of the B-mode image varying from 1/(4fr) to 3/(4fr).

The time difference of formation of each line in the contrast

image and its next B-mode image is easily measurable from

Fig. 2. The time difference between the nth line of a contrast

image and the mth line of its next B-mode image is

td(n, m) =
3Nlines − 3n + m + 1

fprf

(1)

where n, m ∈ {1, 2, . . . , Nlines} and Nlines is the number of

lines in the image. This time difference plays an important

role in applying the estimated motion to the correct positions

in the contrast image.

An example of B-mode and contrast images is shown in

Fig. 1. The B-mode image has a poor visualization of the

contrast agent but clearly shows how the anatomical structures

move during the scans. The contrast image clearly shows the

different MBs with a high contrast. Thus, the combination of

the two images yields both anatomy motion and contrast agent

location.

B. Detection

Detection is required to extract the centroid of the MB’s

positions from the contrast images. This process consists of

two parts: 1) “SNR enhancement” by, e.g., simple thresh-

olding, spatial filtering (e.g., Gaussian and Laplacian of

Gaussian), spatiotemporal filtering (e.g., singular value decom-

position) [18], [19], or model fitting [20] and 2) “localiza-

tion” using peak detection, centroid estimation methods (e.g.,

weighted centroid) [20], [21] or learning-based methods [22],

[23]. A single or a combination of these methods can be

employed for detection.

The contrast images only had a few quantization levels

yielding a low SNR. The detection threshold was experimen-

tally adjusted to reduce background noise, and the threshold

was 1.1 for these datasets, which had only positive integer

values up to 5. To improve SNR, a Gaussian filter was

applied to the contrast image after thresholding. The kernel

size of the symmetric Gaussian filter was 7 pixels with a

standard deviation (SD) of 1 pixel, where the pixel sizes in the

axial direction and the lateral direction were 24 and 80 µm,

respectively. Then, the centroids of the MB positions were

estimated using the weighted-centroid algorithm.

C. Motion Estimation and Correction

The tissue motion was estimated from the B-mode image

using speckle tracking [24] on the envelope data. Regions in

Fig. 3. Estimated motion field for a single frame. The arrows indicate
the direction and magnitude of the motion and were found from the
interpolated motion field.

the images were correlated with the corresponding regions in

a selected reference frame number, and motions in the axial

and lateral directions were found. Speckle tracking using the

RF data was also attempted, but the lateral sampling density

was too low to yield acceptable lateral estimates.

The entire kidney was in the field-of-view, and the motion

was not uniform across the whole organ, as shown in Fig. 3.

Hence, two different spatial regions do not have the same

displacement, and a single local motion estimation cannot be

applied across the whole kidney. It was therefore divided into

smaller spatial blocks for block-wise processing. The B-mode

image was divided into 80% overlapped 3 × 3 mm2 local

regions, and the estimated motion signal was assigned to the

center of each region �rk = (zk, xk). The collection of all

motion signals in the form of �F(tk, �rk) provided a discrete

motion field through the entire image. Fig. 3 shows a snapshot

of the motion field with arrows on top of the corresponding

B-mode frame. Notice how the estimated displacements vary

spatially, as opposed to a rigid structure.

The motion field was calculated with the following

assumptions.
1) The local regions were assumed small enough so that

the motion was spatially invariant inside the regions.

This assumption depends on the type of material and

application. Although a kidney is not a rigid material,

the motion through a small local tissue region has the

same magnitude and direction.

2) The frame rate was high enough to capture the

fastest variation of the motion in the temporal domain.
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The acceleration of the motion depends on the source

of the motion, and the fastest source for the motion was

the heart. According to the Nyquist theorem, the frame

rate should be at least two times the maximum fre-

quency in the heartbeat spectrum to capture the fastest

transitions in the motion. This was investigated in

Section IV-B.

The motion estimates were applied on the MB locations

found by the processing pipeline. The time point for the

motion depends on the location in the image, as a linear

sweep of the beams was conducted from the most positive

lateral locations to the most negative location as described in

Section II-A. The motion estimation only gave one estimate

per frame, and the motion time series was spline interpolated

by a factor of 20 to yield a higher time resolution. A linear

interpolation between these time points was then made to

match the exact time location corresponding to the spatial

location of the MB. Motion from one frame to the next easily

changes with 100–200 µm, and this time interpolation was

therefore essential to attain a co-registration better than 10 µm.

Finally, a 2-D spline interpolation was performed on the

time interpolated motion field to yield the exact motion for

the spatial position of the detected MB, and this was used in

the motion correction to align the positions of the MB to the

reference frame. Motion estimates for one of the regions in

the medulla were used to study the dynamics and precision of

the motion estimation algorithm as described in Section IV-B.

Three different scenarios were investigated for image

motion correction: first, no motion correction where the images

were formed without compensating for motion, and second

local motion correction where a single region was selected

for motion estimation. The estimated motion for this region

was interpolated in time to account for the different motions

at different times. The exact acquisition time for the MB

was found, and the estimated motion for this time was used

for compensation; third, global motion correction entails the

estimation of the motion in all image regions and time interpo-

lation and uses the motion found dependent on the MB image

position and thus time for acquisition.

D. Image Formation

The next step was to generate MB tracks. The bubble

position was adjusted by the motion estimated in Section II-C,

and the motion corrected bubbles in the next frame were found

to determine the bubble closest to the current bubble. The

search for the next bubble was restricted to the region given

by vs/ fr , where vs was the maximum allowed MB velocity and

fr was the frame rate of the sequence. The maximum velocity

was selected to vs = 13.5 mm/s. The selected bubble was then

added to the track and removed from the list of bubbles in the

frame. The search was continued until no bubble satisfying the

criteria was found. Tracks with less than three bubbles were

considered noise outliers and were not stored.

Images were then formed from these tracks by inserting

the bubble tracks into a high-resolution image with a pixel

size of 5 µm. Each track was inserted into the images by

drawing an antialiased vector between the different positions

Fig. 4. Geometry of the in silico rat kidney phantom. The red structures
have flow upwards and the blue downwards.

in the track using the algorithm developed in [25]. The vector

was added to the current content of the image, and this finally

yielded a bubble density image. The velocity of the bubbles

was found by taking the time derivative of track locations,

which yielded both the axial and lateral velocities. The velocity

tracks were inserted into an axial and a lateral velocity image

by drawing antialiased velocity weighted lines at the track

positions. A weighting image was also drawn, and the mean

velocity at each pixel in the velocity images was found by

dividing with the weighting image if it was different from zero.

The axial and lateral velocity images were then combined to

yield a vector flow image (VFI) of the bubble velocity. The

resulting images are presented in Section IV-C.

E. Resolution estimation

The Fourier ring correlation (FRC) criterion was used to

measure the resolution [26], [27]. Using the threshold criteria

to define resolution is controversial [28], and this study,

therefore, uses a bit-based information threshold curves for

the FRC threshold level as discussed in [28]. The SR images

are split into two images by inserting every other track into

an image. The split images were normalized to their maxi-

mum intensity values, and their intensity equalized using the

imhistmatch.m function in MATLAB. The FRC curve of two

images was calculated based on [26] without zero padding, and

the resolution was estimated as the inverse spatial frequency,

where the one-bit threshold curve crossed the FRC curve [28].

III. EXPERIMENTAL DATA

The motion correction method was investigated using both

simulated data as described in Section III-A as well as in vivo

data from Sprague-Dawley rats as described in Section III-B.

A. Simulation Phantoms

The linear part of the pulse amplitude sequence has been

simulated using Field IIpro [29]–[31] to generate reference

data, where the positions of the scatterers are known. The

first phantom contains a matrix of point targets located at a

distance of 2 mm in both the axial and lateral directions.

Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on January 31,2022 at 12:13:02 UTC from IEEE Xplore.  Restrictions apply. 



3086 IEEE TRANSACTIONS ON ULTRASONICS, FERROELECTRICS, AND FREQUENCY CONTROL, VOL. 68, NO. 10, OCTOBER 2021

TABLE I

PARAMETERS USED IN THE IN-SILICON RAT KIDNEY PHANTOM

The second phantom was based on the dimensions of a

rat kidney and is shown in Fig. 4. It mimics the flow in

small arteries and veins, where the arterial flow was toward

the perimeter and the return venous flow was in the opposite

direction. A sparse distribution of scatterers was located ran-

domly in the individual tubes with parabolic velocity profiles

and a Gaussian distributed scattering amplitude. The scatterers

moved along the tube axis and were returned to the adjacent

tube when they reached the tube’s end. The various dimensions

of the phantom are listed in Table I. A slice of the tubes in the

elevation direction of the probe was selected in this simulation.

Stationary scatterers surrounding the tubes were also simulated

to mimic the kidney tissue. The evolution of scatterer position

was given by

�r(i, t + Tprf) = �r(i, t) + Tprf �v f (�r(i, t), t) + 1�rm(t)

where �r(i, t) is the position of scatterer i at time t , Tpr f is the

time between pulse emissions, �v f (�r(i, t), t) is the velocity of

the scatterer due to the blood flow, and 1�rm(t) is the motion

of the whole kidney. For the stationary scatterers surrounding

the vessel, �v f (�r(i, t), t) = 0.

A realistic motion 1�rm(t) of the whole phantom was intro-

duced from a motion estimation on the in vivo measurement.

This ensured that both stationary tissue and tube locations

varied across the heart and breathing cycles for validation of

the motion estimation and motion correction algorithms. Only

a linear simulation of the returned signal was conducted, and

only the first harmonic was used in processing these data.

B. Animal Preparation and Experiment Setup

The motion study was performed on ten healthy male

Sprague-Dawley rats according to protocols approved by

the Danish National Animal Experiments Inspectorate. The

experiments were conducted at the University of Copenhagen.

The ethical standards of the university comply with those

of the National Institutes of Health and all procedures were

performed accordingly. The animals were housed at the animal

facility at the Department of Experimental Medicine. They

were held in a 12-/12-h light/dark cycle and could freely access

drinking water and a standard chow. Appropriately trained

caretakers were responsible for the animal welfare until use.

Induction of anesthesia was done with 5% isoflurane.

After tracheotomy, the animals were connected to a ventilator

(Ugo Basile, Gemonio, Italy) with a respiration cycle of

72 respirations/minute. An adequate level of anesthesia was

maintained with 1%–2% isoflurane, and the muscle relax-

ant Nimbex (cisatracurium, 0.85 mg/mL, GlaxoSmithKline,

London, U.K.) was continuously administered at 20 µl/min.

Fig. 5. Estimation of the motion from the B-mode image in the axial (top)
and lateral direction (bottom), where the red curve is the true motion and
the blue is the estimated motion.

Jugular vein catheterization was done with polyethylene

catheters (PE-10), which were then used for infusion of

MBs, isotonic saline, and Nimbex. A polyethylene catheter

(PE-50) in the left carotid artery and a Statham P23-dB

pressure transducer (Gould, Oxnard, CA, USA) was used to

monitor the arterial blood pressure. With the animals in the

supine position on a heating pad, the left kidney was exposed

through open surgery. A metal retractor held the diaphragm to

expose the kidney further and reduce respiratory motion. The

transducer was placed on the lateral kidney surface and held

by a fixated stage. Gel was used for interface coupling. The

diluted (1:10) MBs (Sonovue, Bracco Imaging, Milan, Italy)

were injected at 100 µL/min, and the 10-min data recording

started when the MBs started appearing on the scanner display.

Due to the floating of MBs in the syringe, a custom-built

device turned the syringe 180◦ every 60 s.

Each rat was scanned three times. First, a baseline scan

was conducted. Thereafter, five rats had the left renal artery

clamped, and five rats had the left renal vein clamped for

45 min. A second scan was performed at the onset of reperfu-

sion after the clamp was released. The last scan was performed

in a steady state, 1 h after clamp release. The rats were

euthanized after the scans. The data have also been used in [32]

to characterize the effects of acute renal ischemia on the renal

vasculature using SR imaging.

IV. RESULTS

A. Simulation Validation

The basic localization precision of stationary targets was

investigated using the matrix phantom. The axial bias is

0.48 µm and the lateral is −1.46 µm. The corresponding SDs

are 10.7 and 20.5 µm.

The motion of the in silico rat phantom has been estimated

for the B-mode data and is shown for the first 50 frames in

Fig. 5 in the axial direction (top) and lateral direction (bottom),

where the red curve is the true motion and the blue is the

estimated motion. The axial SD is 1.21 µm and the lateral is

slightly higher at 9.57 µm.

These motion estimates have been used to correct the

position of a nonflowing scatterer shown in Fig. 6, where
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Fig. 6. Localization of a scatterer after motion compensation. The blue
cross indicates the true position and the red lines indicate the motion
corrected positions.

Fig. 7. Motion in the axial direction (top) and lateral direction (bottom)
throughout the full experiment.

the blue cross shows the position of the scatterer in the first

reference frame. The location in the subsequent frames has

been corrected by the estimated motion and this yields the

tracks indicated by the red lines. The precision or SD of the

target location after correction is then 5.2 µm in the axial

and 21.6 µm in the lateral direction with biases of −10.8 and

10.6 µm.

B. Precision of In Vivo Motion Estimation

A single region in the top part of the kidney in the

medulla was selected for investigating the precision of the

motion estimation. The motion in both the axial and lateral

directions for all ten minutes of the experiment for a single

rat is shown in Fig. 7. This is a combination of motion from

the beating heart, the forced ventilation (breathing), smooth

muscle contractions, and over all movement, which cannot

readily be separated out. A Fourier decomposition gives the

spectra shown in Fig. 8 with amplitudes in dB, where the axial

spectrum is shown on the top and the lateral on the bottom.

Three distinct Fourier series can be seen in both of them.

First, a large component around 0 Hz stems from the overall

drift in the data. The second series is from the breathing

motion. This is controlled mechanically at a fixed rate, and

the harmonics of this motion has a very narrow bandwidth

around harmonics of 70.5 beats per minute (BPM), and more

than 20 harmonics can be seen in both spectra. The last series

is from the heart motion, which has a lower amplitude and the

components are placed around harmonics of the heart rate of

approximately 353 BPM, where five harmonics can be seen

in the lateral motion signal. The harmonics are spread over

Fig. 8. Spectral decomposition of the motion signal in the axial
direction (top) and lateral direction (bottom).

Fig. 9. Separation of the three motion components for the axial
motion (top) and the three components for the lateral motion (bottom).

a larger bandwidth, due to the physiological variation of the

heart rate.

These three Fourier series can be separated to yield the three

independent motion signals as shown in Fig. 9, where the top

three graphs display the components for the axial motion. The

top graph is when the heartbeat components have been kept

by isolating the first four harmonics around the heart rate. The

middle graph is when isolating harmonics for breathing for the
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Fig. 10. Mean heartbeat motion for the axial direction (top) and
lateral (bottom) direction. The blue solid line denotes the mean value
across all cycles and the dashed lines show one SD.

TABLE II

PRECISION ESTIMATES COMBINED FOR ALL RAT EXPERIMENTS.

ALL VALUES IN µm

first 18 harmonics. The lowest graph is for the residual signal,

where the two other Fourier series have been subtracted.

The repetitiveness of the heartbeat and the breathing can

be used for aligning all the responses and yield a mean

response and its precision. This is shown in Fig. 10 for the

heartbeat motion and in Fig. 11 for the breathing. In this

example, the heart motion is around ±1 µm (axial) and −15 to

+20 µm (lateral), and the precisions are 0.348 and 1.89 µm,

including the physiological variation of the heartbeat. The

breathing motion spans from −20 to +60 µm with precisions

of 0.271 and 1.64 µm. The residual motion shown in Fig. 9

is larger with deviations up to nearly 100 µm. For vessels

to align up and maintain SR, it is, thus, very important to

compensate for the combined motion.

The experiment has been repeated for the ten different

rats, with three measurements on each rat, as explained in

Fig. 11. Mean breathing motion for the axial direction (top) and
lateral (bottom) direction. The blue solid line denotes the mean value
across all cycles and the dashed lines show one SD.

Section III-B. A similar region and a reference image were

selected for each measurement. All precision estimates for

all ten rats and all three experiments are shown in Fig. 12

for the four different motion estimates and summarized in

Table II. There is a quite wide variation in precision with

estimates reaching 20 µm. This happens in experiments where

the motion is too large for the speckle tracking to capture

motion in part of the images and can be due to motion in

the out-of-plane direction or that the setup has been touched

inducing a significant kidney motion. It can, however, be seen

that the precision of the motion estimation is around a factor

of two lower than the 10 µm size of the capillaries and often

a factor of 5 lower, indicating that a motion corrected image

can potentially visualize the capillary flow.

C. Motion Compensated Images

The log-scaled intensity SR images without motion correc-

tion, with local motion correction, and with correction using

the motion field are shown in Fig. 13 (top). The corresponding

velocity images are shown in the second row with color

indicating direction and intensity magnitude, e.g., a yellow

color indicates velocity from left to right in the image. The

third row shows the zoomed regions 1–4. Four markers on

the intensity and velocity images were selected exactly at
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Fig. 12. Precision estimates for the various rat experiments for the axial
direction (top) and lateral (bottom) direction.

the same place to compare the intensity and velocity profiles

of the SR images. Polynomial fitted profiles to the pixel

values of the SR images are shown in the bottom row for

comparing diameter and flow velocities of the selected vessels.

To remove unrealistic tracks, the MBs that were not traceable

for more than five frames as well as those that had an overall

displacement less than 200 µm for the whole track (stationary

bubbles) were removed. Only tracks with velocities from 0 to

10 mm/s are shown.

The effect of motion correction was investigated by looking

at intensity and velocity profiles over the various cortical and

medullary (inner part of the kidney) vessel structures shown in

region 1–4 in Fig. 13. The profiles of the exact same regions

on the images with and without motion correction are shown

in Fig. 13 (bottom).

The FRC curves for the images in Fig. 13 with one-bit and

half-bit information threshold curves are shown in Fig. 14,

where the left graph is without motion correction, middle is

with local motion correction, and right is with global motion

correction.

Fig. 15 shows the FRC resolution with one-bit threshold

for all ten SR kidney images. It shows an improvement in the

image quality after motion correction using the motion field

both in the median and interquartile range.

V. DISCUSSION

In vivo measurements have been conducted on ten partly

fixated rat kidneys using an amplitude modulation nonlinear

imaging scheme. Estimating the motion induced from the

forced ventilation and the heartbeating showed that motion in

the 100–200-µm range in both the axial and lateral directions

were present. Such motion would limit the resolution in SR

imaging to 100–200 µm and the smallest vessel would not be

visible. Compensating the motion in reference to one selected

frame reestablishes resolution. In simulations, the precision

of the target location after correction is 3.9 µm in the axial

direction and 17.7 µm in the lateral direction with biases of

−12.4 and 6.5 µm. In general, the lateral motion was estimated

with a lower precision than the axial motion. This is due to

the employment of the signal envelope as the lateral density

of lines is too low to employ cross correlation of the RF

signals. One obvious choice is to employ fast imaging, such

as synthetic aperture [33] or plane wave imaging [34] for high

frame rates with no restrictions on the lateral sampling density.

The major drawback of this is the increase in the amount of

data, as the full RF data for a number of transducer elements

have to be employed. This is currently difficult with the long

acquisitions used here (10 min) but should be implemented

in future scanners. The frame rate could also be increased,

if the second set of full emissions in the sequences shown

in Fig. 2 could be avoided. This is, however, currently not

possible, due to the processing and storage capabilities of

the bk5000 scanner. The long acquisition time can potentially

be optimized by using the quantitative assessment of vessel

reconstruction suggested by Dencks et al. [35].

The precision of the in vivo motion was also determined

by decomposing the motion signal into components from

breathing, heartbeat, and residual smooth muscle motion. The

breathing motion was in general larger than motion induced by

the heart. The precision was 217 nm (axially) and 1.64 µm

(laterally). The heartbeat motion had a precision of 69 nm

(axially) and 0.98 µm (laterally), including physiological vari-

ation, and it is a factor of 10 lower than the target of 10 µm for

visualizing capillary flow. For all rat experiments, the motion

could be estimated with a precision from 69 nm to 20.3 µm

from the linear B-mode image, with a mean axial motion

precision of 2.0 µm in the axial direction and 6.6 µm in the

lateral direction.

The effect of motion correction is shown in Fig. 13. Using

only a single motion correction for the whole image does

not fully correct for the motion, which can be seen by

comparing images in rows (b) and (c) for the zoomed regions.

The effect of motion correction on the alignment of small

vessels was especially prominent in the cortical (outer) part

of the kidney in the velocity images. The results show that

having a motion correction through the entire kidney will

provide sharper images and more smooth intensity and velocity

profiles.

Both intensity and velocity for Profile 1 show that the

diameter of the large vessel in the down-left side of the kidney

was reduced from 1.3 to 0.7 mm, and the profiles without

motion correction were widely spread, resulting in a blurred

image. This shows the reduction in the width of the vessel
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Fig. 13. Intensity and velocity SR images of a rat kidney. (a) Without motion correction. (b) With local motion correction. (c) With correction using
the motion field. The intensity images show on the top row which is an accumulation of all bubble positions. The second row shows the velocity
images with color-coded traces, where intensity is proportional to MB velocity and direction is shown as the color. Marked regions 1–4 are indicated
in the top images and the third row shows the zoomed-in view regions. Four markers on these images were selected exactly at the same place in
the third row to compare the intensity and velocity profiles of the SR images. Polynomial fitted profiles to the pixel values of the SR images quantify
the diameter and flow velocity of the selected vessels in the bottom row.
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Fig. 14. FRC curves and bit-based information threshold for SR images. (a) Without motion correction. (b) With local motion estimation and global
correction. (c) With motion-field estimation and local correction.

Fig. 15. Box plots of FRC metric with one-bit threshold for three methods
and ten SR images of different kidneys.

by a factor of roughly 2. The velocity in this large vessel

was around 8 mm/s. Profile 2 was placed over two vessels

with a size of 500 µm. Profiles 3 and 4 were calculated

over four smaller vessels with a diameter of less than 50 and

250 µm, respectively. The intensity profiles did not show how

many vessels existed in the regions. However, the velocity

profiles showed the resolved small vessels. The velocity in

smaller vessels of the medulla (middle part of the kidney)

was measured below 1.5 mm/s, as demonstrated in Profile 3.

Profile 4 over a part of the cortical region showed a higher

velocity of roughly 6 mm/s. The two last profiles showed how

having MB tracks, which are not compensated for the motion

appropriately, could lead to unusually narrow or wide vessels.

Estimation of microvascular blood flow deep inside organs

is difficult in vivo. Older studies using invasive video

microscopy techniques have estimated the mean red blood cell

velocity in the descending (arterial) vasa recta at the tip of

the renal papilla (at the very bottom of the medulla) of rat

kidneys to be ≈1 mm/s [36]–[38]. This is in the range of

the velocity profile 3 from the medulla shown in Fig. 13. The

remaining velocity profiles include a mixture of differently

sized arcuate and cortical radial arteries and veins. Validation

of the velocities in the cortex will require the separation and

categorization of the different types of vessels. For larger

vessels, spectral Doppler may help validate the SRI-derived

velocity estimations. For the cortical microvasculature, valida-

tion is very challenging, as no other techniques are available to

make it noninvasively and in vivo. Different video microscopy

approaches have also been used in the cortex. One study

in vitro blood perfused kidneys from rats found a velocity

of ≈10 mm/s in the afferent arterioles [39]. Another study

estimated blood flow in different renal arteries and arterioles

of varying size in a split hydronephrotic kidney and reported

velocities ranging from 0.5 to 65 mm/s but did not describe

how the velocities related to vessel size [40]. Therefore, if SRI

can provide precise estimations of blood flow velocity in

different vascular segments of the kidney, it will fulfill an

unmet need and allow evaluation of intrarenal blood flow in

various physiological and pathological states.

The FRC resolution metric is shown in Fig. 15. The metric

is controversial because of its dependence on splitting the SR

image, threshold criteria, and pixel values (or the number of

scatterers) in each image. However, since the images from

ten rat kidneys were split, scaled, and thresholded the same

way, the metric is still helpful for quality assessment even

though they may not represent the actual resolution. The metric

showed a large improvement in introducing the local motion

correction and a less dramatic improvement when employing

the global motion field.

The approach assumes that the out-of-plane motion is negli-

gible. The probe used has an elevation F-number of nearly 6 at

20 mm giving that the elevation slice thickness is at least 6

λ = 1.2 mm, which is well above the estimated peak axial

and lateral motion of 100–200 µm. The change in amplitude

of motion in and out of the imaging plane will therefore be

negligible and not affect the detection of the bubbles. Also,

note that the detection of centroid removes the amplitude of

the bubble, so the variation in amplitude will not be seen

by the tracking algorithm. Attaining full SR in the elevation

direction will necessitate a full 3-D measurements and must

employ either sparse 2-D matrix probes [41] or row–column

probes [42], [43].

A few rat experiments showed a decreased precision of up

to 20 µm. This was due to parts of the estimated motion data

being out of the search range precluding motion correction.

This was found in three of the early rat experiments and might

have been from accidentally moving parts of the experiments

and was only seen in experiments 1, 2, and 5. Excluding

these always yields a precision below 10 µm and often much

lower, indicating that this setup and processing pipeline has

the potential of capillary flow visualization.

VI. CONCLUSION

A motion correction SR pipeline has been presented and

used on in vivo data from the left kidney of Sprague-Dawley

rats. It was shown that the tissue motion can be reliably

determined with a precision in the µm range and can be used

for compensating for the motion from breathing, heartbeating,

and muscle contractions.
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Abstract: In vivo monitoring of the microvasculature is relevant since diseases such as diabetes,
ischemia, or cancer cause microvascular impairment. Super-resolution ultrasound imaging allows
in vivo examination of the microvasculature by detecting and tracking sparsely distributed
intravascular microbubbles over a minute-long period. The ability to create detailed images of
the renal vasculature of Sprague-Dawley rats using a modified clinical ultrasound platform was
investigated in this study. Additionally, we hypothesized that early ischemic damage to the renal
microcirculation could be visualized. After a baseline scan of the exposed kidney, 10 rats underwent
clamping of the renal vein (n = 5) or artery (n = 5) for 45 min. The kidneys were rescanned at the
onset of clamp release and after 60 min of reperfusion. Using a processing pipeline for tissue motion
compensation and microbubble tracking, super-resolution images with a very high level of detail
were constructed. Image filtration allowed further characterization of the vasculature by isolating
specific vessels such as the ascending vasa recta with a 15–20 µm diameter. Using the super-resolution
images alone, it was only possible for six assessors to consistently distinguish the healthy renal
microvasculature from the microvasculature at the onset of vein clamp release. Future studies will
aim at attaining quantitative estimations of alterations in the renal microvascular blood flow using
super-resolution ultrasound imaging.

Keywords: super-resolution ultrasound imaging; rats; Sprague-Dawley; kidney; microcirculation;
vasa recta; reperfusion injury

1. Introduction

In vivo visualization of the microvasculature is an important clinical tool. The microvascular
networks are fundamental for tissue homeostasis and are altered by diseases such as diabetes, ischemic
disease, or cancer as well as normal aging [1–7]. The architectural or functional alterations of the
microvasculature can compromise organ function or facilitate tumor growth. Therefore, early and
precise diagnosis and monitoring of the microvascular alterations are crucial to detect these unfavorable

Diagnostics 2020, 10, 862; doi:10.3390/diagnostics10110862 www.mdpi.com/journal/diagnostics



Diagnostics 2020, 10, 862 2 of 15

microcirculation effects. Super-resolution (SR) ultrasound imaging can depict the vasculature, including
the microvasculature, of both superficial and deeper-lying organs and tissues in vivo using sparsely
distributed microbubbles (MBs) as intravascular tracers. The SR image is obtained over minutes and is
an accumulation of thousands of successive image frames in which each MB centroid is detected [8,9].
Furthermore, MB track maps can display estimations of MB velocity and direction based on tracking the
MBs between frames. The healthy microvasculature of rodent organs and tissues has been visualized
with SR imaging [8–13]. SR imaging can also visualize and quantify the pathological microvascular
patterns in rodent and chicken embryo tumors [14–16] and the later stages of acute kidney injury
in mice [17]. With a rich and anatomically distinctive vasculature [18], the kidneys are attractive
organs for SR imaging. In rodents, ischemia-reperfusion can be used as a model of acute kidney injury,
and contrast-enhanced ultrasound studies have shown that the insult causes prolonged reduction of the
renal blood flow [19–21], probably due to impaired vascular reactivity and microvascular damage [22].

This study aimed to visualize the renal vasculature in male Sprague-Dawley rats using a modified
commercial ultrasound scanner and probe. In addition, to gain initial clinical experience with this
SR imaging setup, we investigated whether renal ischemia-reperfusion injuries could be identified
using SR images acquired before, immediately after, and one hour after the insult. The SR results were
compared with corresponding conventional power Doppler ultrasound scans. We hypothesized that
the SR technique would allow us to visualize acute renal microvascular damage in vivo. We found
that the SR technique revealed consistent and highly detailed depictions of the renal vascular tree,
including the ascending vasa recta with a 15–20 µm diameter. The vasa recta were not visible with
conventional power Doppler. The SR images alone did not consistently reveal renal blood flow changes
after ischemia-reperfusion. Future studies will aim to quantify alterations in the renal microvascular
blood flow using MB track maps.

2. Materials and Methods

2.1. Animal Ethics and Preparation

The experiments were performed in accordance with protocols approved by the Danish
Animal Experiments Inspectorate under the Ministry of Environment and Food (license number
2015-15-0201-004637, issued on 17 April 2015). The study was performed at the University of
Copenhagen, and all procedures agreed with the ethical standards of the university which comply
with the EU Directive 2010/63/EU for animal experiments. The animal facility at the Department
of Experimental Medicine, University of Copenhagen housed the rats, and animal caretakers were
responsible for their wellbeing until use. The rats were held in a 12/12-h light/dark cycle and had
free access to water and standard chow. The study was conducted on a total of 15 healthy male
Sprague-Dawley rats (mean weight: 322 g, standard deviation (SD) ± 49 g) obtained from Taconic A/S
(Lille Skensved, Denmark). Ten rats underwent ischemia-reperfusion with three consecutive SR scans.
Another three rats underwent the same SR protocol as the 10 rats but without ischemia-reperfusion
as sham controls for histological evaluation to compensate for the three periods with MB infusion.
One rat had an SR scan followed by an ex vivo magnetic resonance imaging (MRI) scan. The last rat
was included from a pre-trial to show a different imaging plane. Anesthesia was induced with 5%
isoflurane in 65% nitrogen and 35% oxygen; 1–2% isoflurane maintained the anesthesia. Ventilation
was ensured by tracheotomy with connection to a mechanical ventilator (Ugo Basile, Gemonio, Italy)
with 72 respirations/min. Two polyethylene catheters (PE-10) were inserted in the right jugular vein
and used for the infusion of MBs (SonoVue, Bracco Imaging, Milan, Italy) and isotonic saline mixed
with Nimbex (cisatracurium, 0.85 mg/mL, GlaxoSmithKline, London, UK, 20 µL/min). The mean
arterial pressure (MAP) was measured using a polyethylene catheter (PE-50) in the left carotid artery
and a Statham P23-dB pressure transducer (Gould, Oxnard, CA, USA). The rats were placed in the
supine position on a heating table to ensure a steady body temperature (37 ◦C), and the left kidney was
exposed through laparotomy. To further expose the kidney and reduce respiratory motion, a metal
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retractor pulled the left side of the diaphragm slightly in the cranial direction. Rat data are available in
the Supplementary Materials, Table S1.

2.2. Ultrasound Scanning, Ischemia-Reperfusion Procedure, and Histopathology

An overview of the ischemia-reperfusion experiments is illustrated in Figure 1.

Figure 1. Experiment overview of the ischemia-reperfusion intervention. AM = amplitude modulation,
f0 = center frequency of the probe, fr = frame rate, MI = mechanical index, SR = super-resolution,
MB =microbubble.

Imaging data were obtained using a bk5000 scanner and a fixated X18L5s transducer (BK Medical
ApS, Herlev, Denmark). The scanner was modified with a research interface for the live streaming of
beamformed radio-frequency data to a disk. The transducer was placed on the lateral surface of the
left kidney with gel for coupling. B-mode imaging was used to optimize the imaging plane, making
sure both cortical and medullary regions were represented. The MBs were diluted in isotonic saline
(1:10) and injected at a rate of 100 µL/min. The MB dilution was made anew before each scan to
ensure MB integrity. Data recording was initiated when MBs became visible on the contrast-enhancing
sequence display, and the SR data were acquired over 10 min [23]. To ensure a continuous influx of
MBs, a custom-built device turned the syringe 180 degrees every 60 s [24]. After a baseline SR scan,
five rats had their renal artery clamped, and five rats had their renal vein clamped using a nontraumatic
micro-clamp. Both renal vein and artery clamping were included to investigate different severities of
tissue damage [25,26]. After 45 min, the clamp was removed and a second SR scan was performed
at the onset of reperfusion. The last SR scan was performed in a steadier state, 60 min after clamp
release. In between the scans, the kidney was superfused with heated saline (37 ◦C). Before the second
and third SR scan, the imaging plane was readjusted with reference to the baseline B-mode image.
For comparison, power Doppler ultrasound (PRF: 400 Hz, wall filter cutoff: 80 Hz, center frequency
for transmission: 9.5 MHz) was acquired in direct continuation of the baseline and third SR scan, using
the same scanner and transducer. All the rats were euthanized in anesthesia immediately after the
experiments. The left kidney from the 10 rats that underwent ischemia-reperfusion and both kidneys
from the three sham rats were removed and fixated in 4% paraformaldehyde (PFA) for documentation
of the tissue damage. The kidneys were embedded in paraffin, cut into 4 µm slices, and stained using a
standard hematoxylin and eosin (H&E) protocol. The images were analyzed by a trained anatomist
blinded to the intervention category.

2.3. SR Imaging Technique and Data Processing

Contrast images were created using an amplitude modulation sequence (half-power, full-power,
half-power) interleaved with B-mode images. Data were acquired using line-per-line focused beam
transmission (frame rate: 54 Hz, center frequency for transmission: 6 MHz, mechanical index: 0.2).
Off-line processing was conducted using an SR imaging pipeline programmed in MATLAB at the
Technical University of Denmark. Nonrigid motion of the kidney was estimated by tissue speckle
tracking [27]. The motion was compensated by using the motion estimates to adjust the individual
MBs back to their location on the reference image. MBs were localized using thresholding and centroid
detection, and tracks were made by connecting the nearest MBs in consecutive frames. Afterward,
the tracks were inserted in the high-resolution images to yield SR images and the MB velocities
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estimated from the tracks were used to create the MB track maps. A color wheel indicated the MB
direction by color and color brightness was proportional to velocity. To highlight specific parts of the
vasculature, MB trajectories were classified and shown based on their length, flow direction, velocity,
and lifetime index (the number of consecutive frames an MB was tracked). An increase in track length
and MB lifetime removed false tracks, leaving the most robust tracks in the images.

2.4. Evaluation of SR Images and Blood Pressure Data

The SR and power Doppler images from the 10 rats that underwent ischemia-reperfusion were
independently and blindly evaluated by six of the co-authors. The assessors had different backgrounds
qualifying them for SR image assessment: C.M.S. is associate professor in human biology with expertise
in renal physiology, M.B.N. is professor in radiology with expertise in vascular ultrasound, L.L. is
professor in radiology with expertise in vascular interventional radiology, K.L.H. is a radiologist
with expertise in vascular ultrasound, C.A.H.V. is an ultrasound engineer with expertise in vascular
ultrasound, and S.B.S. is an M.D. working with SR imaging in a PhD. All assessors had basic
knowledge about the SR technique (experience ranging from 6 months to 5 years of working with SR
imaging), as well as knowledge about rat kidney vascular anatomy and received written instructions
prior to completing the evaluation. The written instructions for each assignment are shown in the
Supplementary Materials, Tables S2, S4–S6. The three SR images from each rat were categorized as
either baseline (the 10 images the assessors believed look normal based on their basic knowledge about
SR imaging and renal vascular anatomy), onset of reperfusion (the 10 images that fit an assumption
of low renal blood flow at the onset of reperfusion after a longer period of ischemia) or 60 min of
reperfusion (the 10 images that match the assumption that the renal blood flow is restored to some
degree). The power Doppler images from each rat were categorized as baseline or 60 min of reperfusion.
After this, all scans were categorized as artery or vein clamp intervention, knowing that vein clamping
induces most tissue damage [25,26]. The results were calculated as percentages of correct answers
from all assessors. Interobserver agreement was tested with a fixed-marginal multi-rater kappa
(using the Online Kappa Calculator, available online: http://justusrandolph.net/kappa/ (accessed on
27 May 2020)). Differences in blood pressure during the scans were tested with a mixed-effects model
(REML) with repeated measures with a Greenhouse-Geisser correction using GraphPad Prism 8.0
(version 8.4.3 for mac, GraphPad Software, San Diego, CA, USA).

2.5. Ex Vivo MRI of the Microvasculature

To compare the SR images of the healthy renal microvasculature with another imaging modality,
ex vivo MRI was made of a single specimen. The rat was anesthetized and tracheotomized as described
above. A polyethylene catheter (PE-25) was placed at the left renal artery through the femoral artery,
and the aorta cranially to the left renal artery as well as the right renal artery were closed with sutures.
Additional sutures were placed at the left renal artery, left renal vein, and left ureter. The rat was
euthanized, and the kidney was perfused with 3 mL of 4% PFA followed by 2 mL containing 1 mL
1:10 diluted GadoSpin P (Viscover, Miltenyi Biotec, Bergisch Gladbach, Germany) and 1 mL 4% PFA.
When the injection was completed, the remaining sutures were closed, and the specimen was immersed
in 4% PFA. The kidney was scanned for 17 h in a 9.4T preclinical MR scanner (BioSpec 94/30 USR,
Bruker BioSpin, Ettlingen, Germany) with a T1 contrast-enhanced 3D spoiled gradient echo sequence
(3D Fast Low Angle Shot: 3D-FLASH sequence) [28]. Images were acquired using a 1H cryogenically
cooled quadrature-resonator Tx/Rx coil (CryoProbe, Bruker BioSpin). MR image voxel size was 30 µm
isometric. To get a comparable representation of the vasculature, the corresponding 2.5 mm maximum
intensity projection MR image slice was reconstructed and compared with the SR images (slice thickness
~0.6–1.2 mm).
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3. Results

3.1. The Healthy Renal Microvasculature

In the healthy rat kidneys, a mean of 74 ± 27 MBs/frame was detected during the scans
(32,300 frames). The SR images displayed the characteristic anatomical structure of the renal vasculature
in the unipapillar rat kidney with the dense cortical vasculature clearly distinguishable from the vasa
recta of the medulla (Figure 2A–C). The variations in the images could be caused by a combination of
the normal variation in renal artery branching and renal morphology [29] as well as small differences
in the imaging plane. The renal vascular structure found with ultrasound SR imaging was comparable
to that found with ex vivo MRI (Figure 2D).

Figure 2. (A–C) Super-resolution images (log-scaled, i.e., color bar shows the value of intensity
after logarithmic compression, ranging from 0~30 dB, and intensity corresponds to the number of
microbubbles) of the healthy rat renal microvasculature. (A) There is a clear distinction between the
dense cortical (CO) microvascular network and the vasa recta of the outer medulla (OM) and inner
medulla (IM), leading down to the papilla (PA). Even though the scans were performed under the same
conditions, the images show how the number of microbubbles varied between the rats, indicated by
the higher intensity on image (B) (average of 117 detected microbubbles/frame) compared with image
(C) (average of 70 detected microbubbles/frame). (D) Ex vivo magnetic resonance T1 contrast-enhanced
image of another rat kidney for comparison. The kidneys measure approximately 2 cm in craniocaudal
length and 1 cm in the medial-lateral direction. Scale bar: 2 mm.

The number of tracks in the MB track maps (Figure 3) ranged from 95,008 to 343,989. These maps
allowed further delimitation and characterization of the renal vessels. Using the color wheel,
the opposing flow directions in adjacent tracks helped discern arteries from veins (Figure 3A, included
tracks with velocities from 0–10 mm/s). Without further image filtering, the MB track maps were
difficult to read (Figure 3B, included tracks with velocities from 0–10 mm/s). In Figure 3C, the image
from Figure 3B was filtered to include tracks that were longer than 300 µm, with an MB lifetime over
20 frames and a max velocity of 3 mm/s. This filtering highlighted the long straight vasa recta by
removing some of the false or short tracks and enabled separation of the descending and ascending
vasa recta. Figure 3D was filtered according to the direction and included only flow going from left to
right, thereby highlighting the descending vasa recta in the left side and the ascending vasa recta in the
right side of the medulla (other filtration parameters: tracks length > 250 µm, MB lifetime > 30 frames,
max velocity 3 mm/s).
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Figure 3. Super-resolution microbubble track maps. (A) Unfiltered microbubble track map. The color of
the wheel indicates microbubble flow direction, and the color brightness indicates MB flow velocity. The
image shows the opposite flow of the paired arteries and veins of the renal vascular tree. (B) Without
filtering, this velocity map (from another rat) contains a high number of tracks (343,939). (C) The
microbubble track map from (B) filtered to increase the robustness of the included tracks and highlight
the long straight vasa recta, thereby allowing a distinction between the descending (green/blue) and
ascending (red) vasa recta (insert). (D) Another way to filter these maps is by direction. This image is
filtered to show microbubbles with a direction going from left to right, leaving the descending vasa
recta visible on the left side of the medulla, and the ascending visible on the right side. Scale bar: 2 mm.

3.2. The Renal Microvasculature after Ischemia with Reperfusion

At the onset of reperfusion after release of the vein clamp, the SR images depicted the entire
renal vasculature poorly perfused with MBs compared with baseline. It was particularly noticeable
for the vasa recta, as exemplified in Figure 4A (middle section). The results were subtler at the onset
of reperfusion after renal artery clamping where some of the kidneys did not alter from the baseline
(Figure 4B, middle section). After 60 min of reperfusion, MBs refilled the microvascular bed in varying
degree among the 10 rats. The vasculature appeared more irregular in some samples, while others
showed a complete recovery of the microvascular flow after the intervention. All SR images of the
10 rats are available in the Supplementary Materials in Figures S1 and S2.
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Figure 4. (A) Super-resolution images (log-scaled, i.e., color bar shows the value of intensity
after logarithmic compression, ranging from 0~30 dB, and intensity corresponds to the number
of microbubbles) of three rat kidneys before and after clamping of the renal vein. (B) Super-resolution
images of three rat kidneys before and after clamping of the renal artery. Scale bar: 10 mm.

Six blinded assessors correctly identified the five scans as the onset of reperfusion after vein
clamping, while the percentage of correctly identified scans at the onset of reperfusion after artery
clamping was only 60%. The assessors were not able to distinguish the baseline scans from the scans
after 60 min of reperfusion. For the vein clamping, 63% were correctly identified as baseline or 60 min
of reperfusion. For the artery clamping, 40% were correctly identified as baseline and 30% as 60 min
of reperfusion. The fixed-marginal kappa was 0.60, showing only moderate agreement among the
assessors. When evaluating all the SR scans in the correct order, the assessors correctly identified 67%
as either vein or artery clamping. The power Doppler scans visualized only the cortical blood flow.
After 60 min of reperfusion, all the power Doppler images showed a decrease in the cortical blood flow
compared with baseline (exemplified in Figure 5). The assessors correctly identified all of the 20 power
Doppler scans as either baseline or 60 min of reperfusion, and correctly identified 80% as either vein or
artery clamping. All power Doppler images as well as the image assessment results are available in
the Supplementary Materials in Figures S3 and S4 and Tables S2–S6, respectively.
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Figure 5. (A) Super-resolution (log-scaled) and power Doppler images of two rat kidneys before and
after clamping of the renal vein. (B) Super-resolution (log-scaled) and power Doppler images of two
rat kidneys before and after clamping of the renal artery. In these examples, all the super-resolution
images showed a complete refilling of the microvascular bed after 60 min of reperfusion. The power
Doppler scans from all animals showed a decreased signal in the cortex after 60 min of reperfusion
compared with baseline. Scale bar: 10 mm.

There was no statistically significant difference in the MAP measured during the three scans
(p = 0.21). During the baseline scans, the mean of the MAP for the 10 rats was 109 ± 19 mmHg, and at
the onset of reperfusion it was 112 ± 22 mmHg. At 60 min of reperfusion, one rat had missing data,
and the MAP was 106 ± 23 mmHg.

3.3. Histopathological Evaluation

Examples of H&E stains from three rats are shown in Figure 6. The five vein clamp specimens
were all correctly identified. They revealed a high number of erythrocytes accumulated in the renal
interstitial space. Some of the specimens, both after artery and vein clamping, showed intratubular
cast formation as a sign of ischemic damage. However, the assessor could not correctly identify all
the arterial clamp (60% correctly identified) and sham kidney specimens (67% correctly identified).
The results from histopathological evaluation are available in the Supplementary Materials, Table S7.
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Figure 6. Hematoxylin and eosin staining of the renal cortex from three rats. (A) Control. (B) After renal
artery clamping. (C) After renal vein clamping. The black arrows show intratubular cast formation in
the tubules. The yellow arrow shows erythrocytes accumulated in the renal interstitial space around a
glomerulus. Scale bar: 100 µm.

4. Discussion

We investigated the ability to create SR images of the renal vasculature of healthy Sprague-Dawley
rats using a modified clinical ultrasound scanner and probe together with a customized processing
pipeline for tissue motion compensation and MB tracking. The SR images revealed a consistent and
detailed depiction of the renal vascular tree, including the microvasculature, similar to descriptions
from anatomical studies [18,29], to ex vivo nano-CT images of mouse kidneys [30], and to the vascular
structure of a rat kidney found with ex vivo MRI. MBs were tracked in the ascending vasa recta with
a diameter of approximately 15–20 µm [31,32]. The descending vasa recta are clustered in vascular
bundles and were therefore also visible. Since the sulfur hexafluoride gas in SonoVue is exhaled and
MBs act similarly to erythrocytes, the SR images visualize only the renal vasculature and not the
tubular system [33,34]. To our knowledge, the presented images reveal the highest level of detail of the
renal vascular tree of rats obtained with modified clinical ultrasound platforms. Some studies using
ultrasound SR imaging on rodent kidneys have not visualized the vasa recta, which could be due to
short scan times or out-of-plane motion [17,35]. SR imaging for visualization of the slowly flowing
blood in the vasa recta requires data acquisition to be lengthy to fill as many of the small vessels
with MBs as possible for an adequate microvascular representation [23]. As mentioned, the variation
in the images of the healthy kidneys may be due to known variations in the renal artery branching
and renal morphology [29]. Regarding the microvasculature, it is still not completely clarified how
many times the renal cortical radiate arteries branch, and how many afferent arterioles branch from
each subsegment of the cortical radiate arteries. Differences in the imaging plane and the detected
number of MBs also cause image variations. Hence, these normal variations need to be considered in
future studies where different groups of animals and eventually humans with a more complicated
multipapillary renal anatomy are investigated and compared.

To gain initial experience with the technique in a clinical setting, the early vascular changes
induced by renal ischemia-reperfusion were investigated with SR imaging and compared with power
Doppler imaging. Ischemia-reperfusion is known to cause prolonged reductions in renal blood
flow [19–22,36–38]. We scanned the kidneys intraabdominally to simplify the SR data by reducing
motion from respiration and neighboring bowels that push the kidney out of the imaging plane.
This setup confined the study to the very early stages of reperfusion. At the onset of reperfusion after
obstructing the renal vein, the SR images showed a more notable reduction in the vascular refilling
compared with the renal artery, as demonstrated by the image assessment and as expected, since vein
occlusion causes more tissue damage [25,26]. After 60 min of reperfusion, the SR images revealed a
varying degree of microvascular MB refilling, while the power Doppler scans showed reduced cortical
blood flow in all rats. Power Doppler imaging is used in the clinic for visualization of blood flow
but is limited in its ability to detect slow flow. Theoretically, the lowest detectable velocity for the
power Doppler in this study was approximately 6.5 mm/s. Therefore, the vasa recta with a blood
flow velocity around 1 mm/s were not visualized [10,32]. On the other hand, the velocity cut off for
power Doppler enabled the visualization of the decrease in cortical blood flow. The SR images are
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accumulations of tracks from the 10 min recording, each track with a specific velocity. Therefore,
a decrease in the blood velocity was not visually observable, as indicated by the image assessment.
A study that used conventional contrast-enhanced ultrasound to investigate the early response to renal
ischemia-reperfusion in mice also found variation in the response to the intervention [20]. Whether this
initial degree of MB refilling of the vascular bed influences the outcome after the insult is important
to explore [39,40]. Even though the results from this initial pilot study are not ideal yet, they serve
as a platform for future experiments. Future work will aim at attaining transcutaneous kidney scans
for longitudinal studies with this SR technique. This will allow us to investigate whether SR imaging
is able to detect alterations in the microvascular architecture at the early stages of their occurrence.
If early or subtle microvascular alterations have a prognostic value and could allow timely initiation or
change of treatment, e.g., in persons who are developing diabetic nephropathy but do not yet show
other clinical signs of disease [41], or in persons undergoing cancer treatment where early readouts of
drug or radiation efficacy are crucial [42], ultrasound SR imaging could fill an unmet need and evolve
into a strong tool in the clinical setting.

Other ultrasound techniques and imaging modalities are competing with the SR imaging setup
presented in this paper. Ultrasound plane-wave techniques are commonly used to obtain SR images
at a higher framerate [8,10–17]. To facilitate a faster implementation of SR imaging in the clinic,
we used focused beam transmission which is an established technology in commercial ultrasound
platforms. MRI and CT are also clinically relevant modalities for microvascular imaging of deeper-lying
structures. We included an ex vivo MR image in this study. Since there are major differences between
the in vivo SR imaging and ex vivo MRI, the MR image was included only as a simple reference for
the SR images. This could also have been attained with ex vivo µCT [3,30,43,44]. The downsides
of ex vivo imaging are the hour-long scan times, functional investigations are not possible, and the
tissue fixation process can shrink the microvascular structures [45,46]. In addition, the number of
contrast-filled vessels of the MRI specimen was lower than expected. This inadequate contrast-filling
of the vessels is another challenge in ex vivo imaging [44]. In vivo MRI and µCT can provide maps
of tissue oxygenation or perfusion and a relatively high-resolution when applied in small animal
research [3,47–49], but also require long scan times and for µCT a high X-ray exposure. Human clinical
scanners have even lower resolution. An advantage of ultrasound SR imaging is the possibility of
direct human translation. The current setup with the hockey-stick transducer can be used on humans
to achieve images of the same quality as presented here, given the out-of-plane motion is not excessive.
The images will be restricted to a relatively small area given the probe’s aperture. A target could be
superficial lymph nodes. Furthermore, the current scanner settings with a mechanical index of 0.2
and a center frequency of 6 MHz together with dilution of the MBs point to a low risk of adverse
bio-effects [50]. If imaging larger organs that span deeper, another probe would be needed, and issues
related to, e.g., appropriately high frame rate for MB tracking and differences in MB excitation in
shallow vs deeper parts of the organ due to tissue attenuation would have to be addressed. Moreover,
acoustic shadowing, associated with massively calcified vessels or kidney stones, is a common problem
in ultrasound imaging. Since the performance of SR imaging relies on the echo signals from the MBs,
extensive arteriosclerosis may affect MB detection and tracking in the vessels. Accordingly, the efficacy
of SR imaging should be addressed when the technique is applied in animals or persons with chronic
vascular disease. Nonetheless, compared with MRI and CT, the minutes spent attaining ultrasound
images of deeper-lying microvascular structures should be acceptable when applied to the appropriate
clinical settings.

This study was limited by the small number of animals. Another limiting factor is the lack
of quantitative estimations of microvascular blood flow alterations during reperfusion. In chronic
kidney disease the architecture of the vessels changes, resulting in reduced vessel density, decreased
branching, or increased tortuosity [2,3,17]. The image assessment of the SR images in this study
illustrated how the microvascular flow changes in an acute setup were not detectable by visual
image evaluation. Moreover, visual image assessments are often affected by assessor subjectivity,
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further strengthening the need for quantitative image analysis strategies. However, to the best of
our knowledge, a well-established way of flow quantification at this scale is still a big challenge.
The MB number and behavior vary due to differences in anesthesia concentration, blood pressure,
body weight, inflammation, and small variances in the handling of the MBs before injection [51],
which was confirmed by the range in MB count in the baseline scans. Therefore, the number of MBs as
a measure for perfusion is ambiguous, as also indicated by the image assessment. Estimations of MB
velocity could reveal microvascular flow alterations. The renal vasculature is densely packed, and the
MB track maps are composed of many thousand tracks, each with a unique direction, MB velocity,
track length, and lifetime depending on anatomical region and vessel type. In addition, some vascular
structures, such as the winding glomerular capillaries, are not possible to visualize with the current
SR imaging techniques. Even though filtering allows isolation of specific vessel tracks, estimation of
changes in velocities ranging from 1–2 mm/s are affected by even small uncertainties in the location
of the MBs. Additionally, the MB tracking in this study was challenged by the relatively low frame
rate of 54 Hz. Hence, the complexity of the track information makes quantification of microvascular
flow changes an ongoing challenge. We anticipate that microvascular flow changes in the straighter
arterioles e.g., the afferent arterioles or the vasa recta will be obtainable with SR imaging in the
future. This will give important indirect insight into glomerular blood flow. Another limitation is
the differences in the image planes due to probe re-adjustment prior to each scan. When comparing
the three scans, anatomical or pathological information outside the imaging plane can be missed or
misinterpreted. Studies with 3D reconstructions of 2D ultrasound techniques including SR imaging
have been performed in animals including in rodent kidneys, rabbit lymph nodes and different rodent
tumors [12,13,15,52,53]. The 3D reconstructions give a more complete morphological examination,
but do not allow MB tracking in the elevational plane or motion compensation in all three directions.
This could become feasible with other types of probes, e.g., row-column and matrix ultrasound probes
that are currently being developed for in vivo SR imaging [54–56].

In conclusion, our study demonstrated that highly detailed ultrasound SR images of the healthy
renal vasculature of rat kidneys are obtainable with modified clinical ultrasound equipment. The high
level of anatomical detail of both the cortical and medullary vasculature suggests that the method can
be applied in the investigation of a broad range of renal diseases. Future studies will aim at achieving
quantitative estimations of the renal microvascular blood flow from the MB track maps as well as
investigating diseases that disrupt the microvascular architecture to demonstrate the clinical usefulness
of the technique.

5. Patents

Patent on the tissue motion correction algorithm by J.A.J. and I.T. used in this study has been
purchased by BK Medical ApS, Herlev, Denmark.
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Figure S4: Power Doppler images before and after renal vein clamping, Table S1: Experimental data, Table S2:
Image assessment, assignment 1A, Table S3: Assignment 1A, interobserver agreement, Table S4: Image assessment,
assignment 1B; Table S5: Image assessment, assignment 2A, Table S6: Image assessment, assignment 2B, Table S7:
Assessment of hematoxylin and eosin staining.
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Evaluation of 2D super‑resolution 
ultrasound imaging of the rat 
renal vasculature using ex vivo 
micro‑computed tomography
Sofie Bech Andersen1,2*, Iman Taghavi3, Hans Martin Kjer4, Stinne Byrholdt Søgaard1,2, 
Carsten Gundlach5, Vedrana Andersen Dahl4, Michael Bachmann Nielsen2,6, 
Anders Bjorholm Dahl4, Jørgen Arendt Jensen3 & Charlotte Mehlin Sørensen1

Super‑resolution ultrasound imaging (SRUS) enables in vivo microvascular imaging of deeper‑lying 
tissues and organs, such as the kidneys or liver. The technique allows new insights into microvascular 
anatomy and physiology and the development of disease‑related microvascular abnormalities. 
However, the microvascular anatomy is intricate and challenging to depict with the currently available 
imaging techniques, and validation of the microvascular structures of deeper‑lying organs obtained 
with SRUS remains difficult. Our study aimed to directly compare the vascular anatomy in two in vivo 
2D SRUS images of a Sprague–Dawley rat kidney with ex vivo μCT of the same kidney. Co‑registering 
the SRUS images to the μCT volume revealed visually very similar vascular features of vessels ranging 
from ~ 100 to 1300 μm in diameter and illustrated a high level of vessel branching complexity captured 
in the 2D SRUS images. Additionally, it was shown that it is difficult to use μCT data of a whole rat 
kidney specimen to validate the super‑resolution capability of our ultrasound scans, i.e., validating 
the actual microvasculature of the rat kidney. Lastly, by comparing the two imaging modalities, 
fundamental challenges for 2D SRUS were demonstrated, including the complexity of projecting a 3D 
vessel network into 2D. These challenges should be considered when interpreting clinical or preclinical 
SRUS data in future studies.

Super-resolution ultrasound imaging (SRUS) enables in vivo investigation of the microvasculature at clinically 
relevant  depths1–6. The technique depicts the vascular architecture at levels below 100 μm, magnitudes lower than 
the currently available clinical imaging modalities for in-depth imaging, such as CT and MRI. In vivo imaging of 
the microvasculature at these levels opens new possibilities for investigating disease development and treatment 
efficacy in, e.g., diabetes or  cancer7–10.

The fundamental principle of SRUS is localization and tracking of single intravascular microbubbles (MBs). 
The final SRUS image is an accumulation of thousands of MB trajectories, each representing one MB’s most likely 
route through the vasculature. More accurate localization and tracking are currently achieved when the MBs are 
spatially separated in each image frame. Accordingly, dense and well-perfused vascular networks such as the renal 
vasculature challenge MB tracking, especially since reasonable data acquisition time is  critical11–14. In addition, 
a single vessel is represented by a given number of MB trajectories, making the vessel diameter dependent on 
the intraluminal distribution and number of MBs that pass through. Lastly, capturing a complex 3D vascular 
network in 2D is challenging due to overlaying vessels and vessels that traverse the elevational plane. Since the 
localization and tracking of MBs are subject to uncertainty, it is central to compare the structures depicted in the 
SRUS images with other modalities. Microphantoms have been used to validate the spatial accuracy and preci-
sion of the MB  localization15,16. Yet, the phantoms do not reproduce the conditions from in vivo SRUS, where 
the complex vascular structures, variations in blood flow, and tissue motion complicate SRUS image formation. 
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Studies on cancer models in chick embryos and mice have correlated SRUS results to histological measurements 
of microvessel density or vessel area  fraction9,10. However, it is difficult to co-register the thin histological sections 
and the SRUS images for comparison of the exact same areas. One of the first studies with SRUS compared an 
SRUS image of a thin mouse ear with an optical image of the same  vessels17. The chorioallantoic membrane of 
ex ovo chicken embryos has also been used as an in vivo ‘phantom’ for validation of SRUS; like the mouse ear, 
the anatomy of the membrane’s thin-layered vascular bed allows co-registration of the SRUS images with opti-
cal imaging of the same field-of-view18–20. These approaches have coupled SRUS images directly with accurate 
images of the microvascular anatomy. The optical imaging techniques are restricted to superficial structures, 
and can also be limited in providing a ground truth, e.g., due to image contrast. For deeper-lying organs, other 
approaches are necessary to investigate the accuracy of the vascular anatomy in the SRUS images. The vessel 
fraction area from SRUS images has been correlated with measures of relative blood volume from ex vivo μCT 
of mice  tumors10. In rabbit lymph nodes, the distribution of vessel diameters measured with μCT and SRUS were 
in good agreement, with a peak diameter between 10 and 20 μm21. However, in these two studies, the imaging 
modalities were not directly co-registered and compared. Another study compared SRUS images of the vasa 
vasorum around rabbit femoral arteries with ex vivo μCT of the same area and found corresponding  results22. 
Lastly, CT angiography of larger arteries (mostly mm-sized) in the human brain was used for comparison with 
corresponding transcranial SRUS  images23.

Ex vivo μCT can also produce detailed images of the dense renal microvasculature in  rodents24–29. There-
fore, our study aimed to directly compare the vascular anatomy shown in two in vivo 2D SRUS images of a 
Sprague–Dawley rat kidney with ex vivo μCT of the same kidney. For this comparison, we aimed at estimating 
the proportion of vessels in the SRUS images that were also captured in the μCT. We expected the large vessels 
to be resolved in both modalities and that the discrepancy between resolved vessels became higher with smaller 
vessel diameters. Reaching these goals required imaging the same areas of the same rat kidney with both in vivo 
SRUS and ex vivo μCT, co-registering the two modalities, segmenting the vessels in each of the modalities, and 
quantifying the overlap of the two segmentations.

Results
Image co‑registration and visual comparison. Maximum intensity projections (MIPs) of the μCT 
slices approximately covering the volume depicted in the two SRUS images were created by co-registering the 
SRUS images to the μCT volume. In Fig. 1a, the two ultrasound fields of view are shown in the μCT coordinate 
system. Figure 1b-1 shows an SRUS image acquired down the center of the kidney (scan 1) to display both the 
cortical vasculature and the vasa recta of the medulla, and Fig. 1c-1 shows a scan obtained more ventrally (scan 
2), showing the segmental and arcuate vessels and their branches. The corresponding μCT MIPs are shown in 
Fig. 1b-2,c-2.

Very similar vascular features were evident from visual inspection of the corresponding images from the 
two imaging modalities. In Fig. 2, some of the similarities are shown in up-scaled examples from the μCT MIP 
of scan 1 compared with the corresponding MB track map composed of the MB trajectories, where the color 
of the trajectories indicates the MB flow direction. For example, both imaging modalities clearly displayed the 
wavy course of the outer medulla vasa recta and the straighter course of the inner medulla vasa recta (Fig. 2c). 

Figure 1.  Co-registration of μCT and super-resolution ultrasound images. (a) Co-registration of the two 2D 
super-resolution ultrasound images to the μCT volume. The images show the two ultrasound fields of view in 
the μCT coordinate system in an axial μCT slice to the left and a sagittal μCT slice to the right. (b-1,c-1) show 
the two super-resolution ultrasound images (intensity maps). The images are log-scaled with a dynamic range 
of 40 and 60 dB, respectively. The color bar shows the value of intensity after logarithmic compression. Intensity 
corresponds to the number of detected microbubbles. (b-2,c-2) show the μCT maximum intensity projections in 
the super-resolution ultrasound image overlap.
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An advantageous feature of the MB track maps is the immediate distinction between vessels with arterial and 
venous flow, e.g., the descending and ascending vasa recta: a feature not immediately extractable from the μCT.

Quantification of similarities between super‑resolution ultrasound images and ex vivo 
μCT. The proportion of vessels in the SRUS scan 2 that were also captured in the μCT was assessed by find-
ing the percentage of vessel overlap after vessel segmentation. On the μCT, the vessel centerlines of the vis-
ible, contrast-filled segmental, arcuate, and cortical radial arteries and veins were manually drawn. The major-
ity of the vessels resolved for vessel centerline segmentation in the μCT were veins (621 vein segments, size 
range: ~ 80–1400 μm). Due to the smaller diameter of the arteries, mainly the segmental and arcuate arteries 
were visible, but even some arcuate arteries had such a small diameter that they were indistinguishable from 
nearby structures (110 artery segments, size range: ~ 50–500 μm). The μCT centerlines were projected into the 
coordinate system of the 2D SRUS images, and to cover the contrast-filled area, the centerlines were dilated 
based on approximate expected vessel diameters extracted from examples of diameter measurements of the 
segmental, arcuate, and cortical radial arteries and veins on the μCT. This dilation was used only to create two 
regions of interest (ROIs) for vessel overlap estimation: one for all the vein segments (Fig. 3a-1) and one for all 
the artery segments (Fig. 3b-1). Dilated volumes were not used for further quantification, so possible biases due 
to the choice of dilation did not propagate to the rest of the analysis. In these ROIs, we could reasonably expect 
to observe MB tracks. The MB track map from scan 2 was filtered to include only regions labeled as “segmental 
or larger arcuate vessels” or “cortex” (see the “Materials and methods” section for clarification). Based on arterial 
flow direction determination during MB track map filtering, the image was separated into an image displaying 
only the vein tracks (Fig. 3a-2) and one displaying only the artery tracks (Fig. 3b-2), respectively. Then, the ves-
sel centerlines of well-defined MB trajectories in the filtered MB track map were manually plotted. Of the SRUS 
vein centerlines, 85% were recovered within the μCT ROI, while only 65% of the SRUS artery centerlines were 
recovered (Fig. 3a-3,b-3). Even though the percentage of artery overlap was lower, many of the SRUS artery cen-
terlines had a corresponding μCT artery ROI in close proximity, as evident from Fig. 3b-3. This illustrates how 
the discrepancy in vessel overlap becomes higher with smaller vessel diameters.

Figure 2.  Visual comparison of the μCT and microbubble track map. (a) μCT maximum intensity projection 
in the super-resolution ultrasound image overlap of scan 1. The two marked regions are up-scaled and 
compared with the corresponding unfiltered microbubble track map in (b) and (c) (for visualization, the color 
transparency in the microbubble track map is scaled by the intensity map). (b) Shows a part of the renal cortex. 
(c) Shows a part of the renal medulla with the vasa recta. Notice how the color wheel in the microbubble track 
map allows separation of arteries and veins according to flow direction, e.g., in (c) with the descending (orange/
yellow/green) and ascending (purple/blue) vasa recta of the medulla. * marks outer medulla, ** marks inner 
medulla.
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The percentage of all the MB tracks (all non-zero pixels in the filtered MB track map) covered by the μCT 
ROIs was similar: 77% of the vein MB tracks and 44% of the artery MB tracks were recovered inside the respective 
μCT ROIs (Supplementary Fig. S1). As this comparison included more of the smaller arcuate and cortical radial 
vessels than the centerline comparison, a lower overlap percentage was expected. The reported overlap percent-
ages are difficult to put into context. The vessel structures of the kidney are very densely organized, and some 
level of spurious overlap can always be expected. As a control, we mirrored the μCT ROIs along the central axial 
axis, which resulted in a drop in the overlap percentages to 50% (veins) and 24% (arteries) for the SRUS vessel 
centerlines and 51% (veins) and 23% (arteries) for the MB tracks (Supplementary Fig. S2). This procedure was 
considered likely to represent a best-case scenario for spurious overlap, and the percentages would most likely 
be similar or even smaller for a random match of the SRUS images and μCT volume.

The segmental and larger arcuate arteries displayed in the SRUS image in Fig. 3b-2 seemed wider than those 
in the μCT ROI in Fig. 3b-1. The μCT demonstrated how these arteries were partially wrapped by their coun-
terpart vein (Fig. 4a,b). Not only are the MBs in the arteries difficult to track due to a pulsating flow with high 
peak-systolic velocities, but the close proximity with the veins makes it even more challenging; on the unfiltered 
MB track maps, the artery tracks seemed hidden in the large number of vein tracks surrounding them, as exem-
plified in Fig. 4c. The MB track map of scan 2 included 4460 segmental/large arcuate artery tracks versus 12,300 
segmental/large arcuate vein tracks (number of MB links associated with the arteries: 27,000 vs. number of MB 
links associated with veins: 83,230). Additionally, the length of tracks associated with the arteries was shorter 
than the length of tracks associated with the veins (median length of artery tracks: 457 μm vs. median length 
of vein tracks: 739 μm), indicating that it is difficult to link the fast-flowing arterial MBs from frame to frame.

Examples of diameter measurements from two larger, paired arcuate veins and arteries are shown in Fig. 5. 
The measurements showed a tendency to underestimate the vein diameter and overestimate the artery diameter 
in the SRUS images relative to the μCT, when 4 s.d. (standard deviation) of the MB position around the centerline 
was considered the diameter measure in the SRUS data.

The cortical radial arteries with diameters of ~ 50 μm were found as the limit of structures that could be identi-
fied with the μCT resolution used in our study. At this level, comparison becomes challenging, and discrepan-
cies will arise. To illustrate the challenges with direct comparison of these vessels, three sampled line intensity 
profiles are shown in Fig. 6. In profile 1, two vessels intertwined in the μCT MIP (Fig. 6a). When comparing the 
intensity profiles from the μCT MIP and SRUS image in Fig. 6c, there seemed to be two vessels with similar size 
and location in both images. Judging by the direction coloring in Fig. 6b (right) and the flow angles in Fig. 6d, 
one of the vessels was an artery and the other was a vein. However, the two vessels on the μCT MIP were both 
vein branches; this was revealed when inspecting the μCT volume. The artery or arteries running along these 
veins were too small to visualize in the μCT properly but were caught in the ultrasound SRUS image. The size 
of the artery suggests an overestimation of the artery dimensions in the SRUS images, as was also seen in Fig. 5. 
Additionally, two separate veins were not readily visible from the SRUS image. This can occur because the veins 
were closer than the MB localization uncertainty. Profiles 2 and 3 show smaller vessels. The μCT intensity profile 

Figure 3.  Vessel overlap estimation. (a) Veins, (b) Arteries. (a-1,b-1) Manually drawn veins and arteries on 
the μCT in the super-resolution ultrasound scan 2 overlap (the colored μCT segmentation is displayed on 
top of a white super-resolution ultrasound image). Purple = renal vein branches, dark blue = segmental veins, 
blue = arcuate veins, turquoise = cortical radial veins, dark red = renal artery branches, red = segmental arteries, 
orange = arcuate arteries, yellow = cortical radial arteries. (a-2,b-2) Filtered microbubble track maps including 
only regions labeled as “segmental or larger arcuate vessels” or “cortex” and separated into a map with only vein 
(a-2) and only artery (b-2) tracks, respectively. (a-3,b-3) Overlap of the manually drawn vessel centerlines in 
the super-resolution image (green and red lines) and μCT vessel ROIs (blue) inside the μCT ROI region (pink 
dashed line). The green centerlines are overlapping the μCT ROIs while the red centerlines are not.
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Figure 4.  Veins wrapped around their paired artery. (a) Section of a coronal image slice of the μCT with 
overlap of super-resolution ultrasound scan 2 (blue). (b) Section of a sagittal image slice of the μCT with 
overlap of super-resolution ultrasound scan 2 (blue). The up-scaled content shows how the large segmental 
veins (blue) wrap around their paired segmental artery (red). (c) Unfiltered microbubble track map of the same 
slice as (a) (for visualization, the color transparency in the microbubble track map is scaled by the intensity 
map). The arteries are not readily apparent in the microbubble track maps without filtering and separating the 
microbubbles with artery and vein flow direction, as shown in Fig. 3b-2.

Figure 5.  Examples of vessel diameter measurements. (a-1) Arcuate vein in the μCT with blue super-resolution 
ultrasound image overlap, shows diameter measurements of 0.489 mm and 0.457 mm. (a-2) Corresponding 
vessel in the microbubble track map showing a mean diameter, estimated around the turquoise centerline, of 
0.409 mm. (b-1) shows the arcuate artery paired with (a-1) with diameter measurements of 0.199 mm and 
0.195 mm. (b-2) Corresponding vessel in the microbubble track map showing a mean diameter estimation of 
0.271 mm. (c-1) Another example of an arcuate vein in the μCT with diameter measurements of 0.501 mm and 
0.491 mm. (c-2) Corresponding microbubble track map with a mean diameter estimation of 0.344 mm. (d-1) 
Paired arcuate artery in the μCT with diameter measurements of 0.216 mm. (d-2) Corresponding artery in the 
microbubble track map with estimated diameter of 0.286 mm.
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2 shows two veins. The corresponding SRUS image profile indicates three arteries and only one vein crossing 
that same profile line. Again, the veins were not individually resolved in the SRUS image. In addition, it was not 
possible to verify whether the artery MB tracks represented one or more arteries or whether some were false 
tracks, again due to the μCT voxel size. For profile 3, the two veins were spatially further apart and displayed in 
both intensity profiles, along with arteries in the SRUS intensity profile. Lastly, profiles 2 and 3 also revealed how 
the global transform-based co-registration led to vessels that did not overlap completely; both μCT intensity 
profiles are shifted slightly right to the corresponding SRUS image intensity profiles.

A rotation of the μCT vessel centerlines revealed the complexity of the 3D vessel structure captured in the 
2D SRUS images; Fig. 7 illustrates how multiple vessels lay displaced from each other, winding in the elevational 
plane of the ultrasound beam, putting further emphasis on the challenge of tracking intravascular MBs in a 2D 
imaging space.

Figure 7 also demonstrates that not only are the cortical structures difficult to capture in 2D, but vessels that 
are uniform and placed in parallel, such as the vasa recta, pose certain challenges too. Within the SRUS image 
and μCT overlap of scan 1, we found up to nine individual superposed vasa recta bundles in the μCT that could 
reasonably contribute with a microbubble track to a single SRUS image pixel (Supplementary Fig. S3). Therefore, 
the vasa recta depicted in the SRUS images were likely a summation from a couple or more different vasa recta 
bundles.

Figure 6.  Line intensity profile examples. (a) μCT maximum intensity projection (MIP) with three lines 
for profile intensity placed across different vessels. The arrows indicate the direction of the profiles. (b) 
Corresponding super-resolution ultrasound intensity map (left) and microbubble track map (right). For 
visualization, the color transparency in the microbubble track map is scaled by the intensity map; this scaling is 
not applied in the zoomed-in boxes and for the intensity profiles. (c) Shows the three intensity profiles. The blue 
line is the μCT MIP intensity profile, the red line is the super-resolution ultrasound intensity profile. The super-
resolution ultrasound intensity profile is scaled according to the μCT intensity. The size shows the -3 dB width 
of the vessels. (d) Shows the angle of the flow for the super-resolution ultrasound image profiles. This reveals 
opposite flow directions, separating artery and vein tracks.
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Discussion
SRUS has been developed for in vivo studies of both the healthy and diseased microvasculature and shows a great 
clinical  potential3,9,10,22,23,30,31. The technique offers a fast investigation of the microvascular architecture, gives 
quantitative MB velocity estimates as a surrogate measure for microvascular blood flow velocity, and is adapt-
able to humans. However, due to the high complexity of the microvascular  systems32, comparing the structures 
depicted in the microbubble-based SRUS images with other microvessel imaging modalities and showing their 
similarities would further support the technique. In this study, we compared two in vivo 2D SRUS images of a rat 
kidney with the corresponding MIPs from an ex vivo μCT scan of the same kidney. The two imaging modalities 
showed visually very similar vascular features, illustrating a high vessel branching complexity captured in the 
2D SRUS images. The results also illustrated critical challenges in validating SRUS with ex vivo μCT at the given 
resolution quantitatively. In this feasibility study, the presented vessel overlap percentages represent a natural 
initial attempt. In order to appreciate these scores and their uncertainty, it is important to note the many factors 
that influence them. Firstly, the comparison included primarily the segmental and larger arcuate vessels, i.e., 
vessels ranging from ~ 100 to 1300 μm in diameter. Validating vessels below our ultrasound system’s diffraction 
limit (half the ultrasound wavelength) would mean validating small vessels spatially closer than ~ 125 μm, which 
we did not achieve, primarily due to the insufficient resolution of the μCT used in this study. Secondly, only a 
single specimen was included. Including more specimens in a larger-scaled study is required to estimate the 
statistical variation in the overlap measures. Shifting the μCT ROIs used for comparison could provide some 
insight into how sensitive the overlap measures are to proper co-registration. However, without a procedure to 
do this systematically, i.e., having a complete annotation of all vessels in the μCT, deciding the right kind of ROI 
displacement type and length is challenging, and it would be hard to draw any conclusions from such an analy-
sis. Therefore, the μCT ROI mirroring was our only feasible option for this initial study. Lastly, manual labeling 
is time-consuming and not suited for neither larger-scaled studies nor whole specimen vessel annotation. The 
lack of automatic approaches for evaluating microvascular network organizations is a bottleneck for taking the 
SRUS validation to the next  level33,34.

For future studies, validating microvascular structures such as afferent arterioles or single vasa recta within the 
vessel bundles will require optimizing both the SRUS images and the μCT resolution. The low contrast-to-noise 

Figure 7.  3D illustration with rotation of the manually drawn vessel centerlines in the μCT. The 3D illustration 
shows the vasa recta bundles (green, descending and ascending vasa recta are not distinguishable), and 
larger arteries and veins (purple = renal vein branches, dark blue = segmental veins, blue = arcuate veins, 
turquoise = cortical radial veins, dark red = renal artery branches, red = segmental arteries, orange = arcuate 
arteries, yellow = cortical radial arteries). Insert: (a) shows the μCT vessel centerlines in super-resolution 
ultrasound scan 2 overlap. (b) shows approximately half of the well-resolved vasa recta segmented in the μCT in 
the super-resolution ultrasound scan 1 overlap.



8

Vol:.(1234567890)

Scientific Reports |        (2021) 11:24335  | https://doi.org/10.1038/s41598-021-03726-6

www.nature.com/scientificreports/

ratio in our SRUS data resulted in some disorganized trajectories in the unfiltered SRUS images, especially in the 
renal cortex, as evident from Fig. 1b-1,c-1. Given that the SRUS images were obtained in vivo with a modified 
but commercial ultrasound scanner, this is still a substantial improvement compared with previously available 
techniques for rodent kidney imaging. However, a higher contrast-to-noise ratio is needed to detect and track the 
MBs more accurately to improve the image quality for the smaller vessels in the cortex. Since the renal cortex has 
a high blood flow compared with the medulla, improvements in MB tracking in the cortex could be obtained by, 
e.g., lowering the MB concentration further or increasing the transmission  frequency11,12. Related to the μCT, we 
demonstrated the challenging task of capturing the vasculature in a whole organ, as image resolution and field of 
view are inversely correlated. We chose to include the entire kidney in the μCT scan to match the SRUS images. 
Image comparisons can be made at a 5–10 μm scale using a smaller isometric voxel size in a selected smaller 
region of the  kidney24,26. In Zhu et al.21, they used a 4-μm voxel image to compare vessel size distribution in whole 
rabbit lymph nodes, which is possible because the lymph nodes are much smaller than the rat kidneys. However, 
even at this level, the renal cortical arteries and arterioles can still be difficult to dissolve given their small size 
and often close parallel run with the large veins, as exemplified by Nordsletten et al., where a 4-μm voxel image 
was inadequate for resolving all the cortical arteries and  arterioles35. Nonetheless, this possibility should still 
be investigated in future research, and new synchrotron imaging will enable the necessary high resolution in a 
large  volume36. We labeled the vessels in the μCT in an antegrade manner, starting from the segmental arteries 
and veins. A commonly used method for organizing the structural information in the vascular networks is the 
Strahler Ordering, where the vessels are labeled retrogradely, as the resulting vessel categories have shown to 
correlate well with the vessel  radii35,37,38. For our study, the antegrade labeling was considered sufficient, but for 
future studies with a more detailed categorization of the renal vascular tree, i.e., how the cortical radial arteries 
branch, a Strahler approach should be considered.

The percentage of image overlap was higher for the veins than the arteries, which a number of factors can 
explain: Firstly, the veins are voluminous compared with the arteries, and the number of veins segments was six 
times higher than artery segments. As the μCT ROIs represent only the well-resolved vessels, the arterial tree was 
not fully  appreciated35. Secondly, the images were manually co-registered with a global similarity transformation. 
Due to tissue deformation during ex vivo specimen preparation, and the fact that the thick SRUS image slices 
had to fit across roughly 80 thinner μCT image slices, the overlap was not perfect, as exemplified in Fig. 5c-1. 
Even a small incongruence in the image registration affects the vessel overlap percentage, although the same 
vessels are there. Lastly, we compared two fundamentally different imaging modalities. Each of the modalities 
attained the 2D-projected representations of the 3D vascular structures differently, which inevitably will lead to 
incomplete vessel  overlap39.

We also compared vessel diameter measurements from two larger, paired arcuate arteries and veins, as shown 
in Fig. 5. These examples pointed toward underestimating the SRUS-derived vein diameters and overestimating 
the artery diameters compared with those from the μCT. However, vessel diameters from both imaging modalities 
are likely to diverge from the actual in vivo vessel diameters. For the μCT images, the ex vivo specimen prepara-
tion changes vessel proportions due to removing the effect of neural or chemical signals that cause either vessel 
constriction or dilation. Additional factors such as tissue swelling, perfusion pressure during contrast adminis-
tration, and the effect of contrast curing and paraffin embedding will affect the vessel  dimensions40,41. Moreover, 
a smaller isometric voxel size is necessary for a more precise vessel delimitation. The dilated vessel centerlines 
from the μCT were not used for vessel size estimation but only for creating ROIs in which we expected to find 
MB tracks. A more systematic direct comparison of specific vessel diameters using μCT is a more elaborate 
procedure that would require corresponding branching points and vessel segments to be identified: an ardu-
ous task when working with 2D SRUS, where individual vessels overlap. For the SRUS images, when the MB 
localization is subject to uncertainty, so are the SRUS-derived vessel diameters. Additionally, the diameter of 
a given vessel relies on the number of MBs passing  through11–14. For simplicity, we used 4 s.d. as a measure for 
the diameter. Other approaches could be investigated in future studies. In a recent SRUS study, the Euclidean 
distance from a vessel centerline to the nearest point on the vessel border was  used20. The vessel diameter is 
an essential physiological metric. Using diameters to calculate blood flow metrics such as vascular resistance 
requires meticulous and accurate measurements, as even minor variations in diameter substantially affect the 
results. As for now, the diameter measurements from the SRUS images do not seem useful in examining acute 
and delicate vessel caliber changes but have the potential to give relevant information when examining chronic 
diseases with vascular alterations together with metrics such as vessel density, branching, or  tortuosity3,9,10,25,32. 
Finally, even though different 2D approaches have been used to examine microvascular  alterations3,9,10,42,43, and 
can give meaningful insight into disease progression and treatment responses, only 3D imaging will truly grasp 
the pathological alterations that occur in the microvascular  anatomy25,44. 3D acquisition of SRUS data will also 
aid MB tracking by accounting for the elevational dimension of the MB  flow15,20,21,45,46. For 2D SRUS used on a 
microvascular disease model, a great advantage of using 3D μCT for comparison is the possibility to confirm 
any 2D-derived pathological microvascular  parameters32.

Even if we succeeded with validating vessels below the diffraction limit, these might still be relatively large 
vessels, such as the cortical radial arteries; however, the medullary and cortical microvasculature comprise the 
clinically interesting areas of the kidney. The renal microvessels are all in size range of 20 μm and smaller, and they 
are densely packed in a complex 3D network, making them very difficult to isolate with SRUS. Our results did 
show an apparent visual similarity in the vascular patterns of the medullary vasa recta between the two imaging 
modalities, and SRUS allowed differentiation between the descending and ascending vessels. However, we could 
not quantify their similarity as described in the “Results” section. The vasa recta are 20-μm vessels organized 
in vascular bundles, and they are clinically interesting, as they are central for diluting and concentrating urine. 
Further, they supply the part of the kidney most vulnerable to ischemic damage: the outer medulla. Thus, they are 
central in the development of acute and chronic renal  failure47–49. Medullary oxygen deficiency is also suspected 
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to be part of diseases predisposing to renal failure, e.g., diabetes and hypertension. All things considered, fur-
ther knowledge on medullary perfusion is clinically desirable. It was also clear from the results that tracking 
MBs from complex 3D vessel networks in 2D is challenging. Studies on optimizing MB tracking to best link the 
MBs in sequential image frames have been essential for improving the final SRUS  image19,50–52. Depending on 
the elevation depth of the ultrasound beam, the SRUS images will include multiple vessels winding and lying 
displaced in front of each other in the elevational plane, as shown in Fig. 7. Therefore, when the MB contrast 
data are processed in a 2D image space, MB trajectories that appear as one vessel can represent a sum of several 
overlapping vessels, as demonstrated with the vasa recta in Supplementary Fig. S3, or two neighboring vessels, 
as demonstrated in Fig. 6. Additionally, MBs that traverse in overlapping vessels can be wrongfully linked as a 
non-existing vessel, especially in areas with dense vasculature and a high MB concentration. Consequently, the 
challenge in the future is how to grasp the complexity of closely related and intertwined microvessels, such as 
those in the renal cortical network with the afferent and efferent arterioles entering and exiting the glomerulus 
and the surrounding densely masked peritubular capillary  network24,53. The microvasculature of the renal cortex 
is—like the vasa recta—essential in the maintenance of various kidney functions, e.g., the afferent and efferent 
arterioles affect the hydrostatic pressure within the glomerular capillaries and thereby the glomerular filtration; 
the production of renin from the afferent arterioles helps regulate the arterial blood pressure; and the peritubular 
capillaries that travel along the renal tubules allow absorption of water and solutes and secretion of organic solutes 
together with the vasa recta. These cortical vascular components are affected in a range of renal diseases, e.g., 
diabetic  nephropathy7,8,54, hypertensive  nepropathy55, and  arteriosclerosis56, ultimately decreasing renal function.

In conclusion, this feasibility study showed that in vivo SRUS images correspond visually very well with 
ex vivo μCT of the same rat kidney. It was also shown that it is challenging to use μCT data at the chosen resolu-
tion to validate the super-resolution capability of ultrasound, i.e., validating vessels in the actual microvasculature 
of the kidneys. Critical challenges in 2D SRUS were identified, e.g., the complexity of projecting a 3D vessel 
network into 2D; these challenges should be considered when interpreting clinical or preclinical SRUS data in 
future studies.

Materials and methods
Ethical considerations. The reporting in this manuscript follows the recommendations in the ARRIVE 
guidelines. The experiment was conducted in agreement with approved protocols (approval granted from the 
Danish Animal Experiments Inspectorate under the Ministry of Environment and Food, Denmark). The SRUS 
scans and μCT specimen preparation were performed at the University of Copenhagen, and all procedures 
agreed with the ethical standard of the university, which meets that of the EU Directive 2010/63/EU for animal 
experiments. The study was conducted on a healthy male Sprague–Dawley rat (weight: 330 g. Janvier Labs, Le 
Genest-Saint-Isle, France). The rat was housed at the university’s animal facility at the Department of Experi-
mental Medicine, where animal caretakers were responsible for its wellbeing. The rat was housed in the company 
of another rat and held in a 12/12-h light/dark cycle with standard chow and water freely accessible.

In vivo super‑resolution ultrasound imaging. The rat was scanned during laparotomy. The rat was 
anesthetized in a small chamber with 5% isoflurane delivered in 65% nitrogen and 35% oxygen. Ventilation was 
secured through a tracheostomy tube connected to a mechanical ventilator (Ugo Basile, Gemonio, Italy) with 
69 respirations/min. A 2% isoflurane concentration upheld the anesthesia. The left jugular vein was catheter-
ized with two polyethylene catheters (PE-10) for infusion of ultrasound contrast (SonoVue, Bracco Imaging, 
Milan, Italy) and isotonic saline with the muscle relaxant Nimbex (cisatracurium, 0.85 mg/ml, GlaxoSmithKline, 
London, United Kingdom, 20 μl/min). A polyethylene catheter (PE-50) in the left carotid artery and a Statham 
P23-dB pressure transducer (Gould, Oxnard, CA, USA) ensured continuous monitoring of the mean arterial 
pressure (MAP). The rat was placed in the supine position on a heating table to ensure a steady body temperature 
(37 °C). Laparotomy exposed the left kidney, and a metal retractor kept the left side of the diaphragm, ventricle, 
and spleen away from the kidney. The rat was scanned with a BK5000 scanner and an X18L5s hockey-stick 
transducer (BK Medical ApS, Herlev, Denmark). The scanner was modified to allow live streaming of beam-
formed radio-frequency data to a disk. Two different coronal imaging planes were found with B-mode image 
guidance: One imaging plane in the renal center showing the medulla’s vasa recta (scan 1), and one imaging 
plane more ventrally showing the segmental and larger arcuate arteries and veins (scan 2). After adjustment of 
the image plane, the transducer was fixated with a stand. A pump infused the 1:15 dilution of MBs in isotonic 
saline at 100 μl/min. The infusion was adjusted to have isolated MBs for localization and tracking (a video of the 
microbubble signal from SRUS scan 1 can be seen in Supplementary Video S4). Data acquisition started when 
the MBs reached the renal vasculature. Each SRUS scan was acquired over 10 min. Data were acquired with line-
per-line focused beam transmission (frame rate: 54 Hz, center frequency for transmission: 6 MHz, mechani-
cal index: 0.2). An amplitude modulation sequence (half-power, full-power, half-power) generated the contrast 
images, and interleaved B-mode images were used for motion compensation. Non-rigid motion was estimated 
with speckle tracking in the renal tissue. The motion was compensated using the displacement estimates to 
adjust each MB back to its location on a reference  image57,58. MBs were localized using thresholding and cen-
troid detection, and MB trajectories were made using a modified Kalman  tracker52 (maximum linking distance: 
278 μm. Only trajectories of MBs that were observed in least three consecutive frames were considered a track). 
Afterward, the trajectories were inserted in high-resolution images to generate the SRUS images. The MB direc-
tion was displayed in color-coded MB track maps with a color wheel indicating the direction for a distinction 
between arterial and venous flow. Brighter colors correspond to faster MB velocities.
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Ex vivo μCT imaging. After SRUS, ligatures were prepared around the left renal artery, renal vein, and 
ureter as well as the aorta both in the caudal part for catheter fixation and above the left renal artery but below 
the right renal artery. The rat was heparinized (Heparin “SAD” 1000 IE/ml, Amgros, Copenhagen, Denmark) 
with 1000 IE/kg intravenously. Once heparinized, the abdominal aorta was catheterized with a PE-50 catheter 
with the catheter tip placed at the left renal artery, and the ligature around the aorta above the left renal artery 
was tightened. A ligature near the inferior vena cava occluded the left renal vein, and a small hole cut in the vein 
allowed the injection media to leave the renal vasculature. The left kidney was perfused with 8 ml heparinized 
saline (1000 IE/ml heparin diluted 1:100 in isotonic saline) at 2 ml/min. The heparin solution was pre-heated 
to 40 °C. The flushing continued until only clear saline ran from the renal vein. During the renal vascular flush-
ing, the rat was euthanized by decapitation. Directly after flushing, 3 ml of μAngiofil contrast agent and hard-
ener mixed according to the manufacturer’s guidelines (Fumedica AG, Muri, Switzerland) was infused at 1 ml/
min26,40. The infusion continued until the entire surface of the kidney was blue, and a considerable amount of 
contrast had left the renal vein. The kidney was left for 30 min, allowing contrast hardening. Afterward, the 
kidney was excised, decapsulated and fixated in formaldehyde, followed by embedment in paraffin in a custom-
made cylinder-shaped holder. The kidney was scanned for 11 h in a ZEISS XRadia 410 Versa μCT scanner (Carl 
Zeiss Microscopy GmbH, Jena, Germany) at the following settings: isotropic voxel size 22.6 μm, 50 kV tube volt-
age, 0.2 mA current, appertaining LE3 filter, 360° scan around the vertical axis with 3201 different projections 
(0.112° rotation steps).

Image co‑registration and analysis. To obtain images from the μCT volume with the same vessels as the 
SRUS images, we made MIPs of the μCT slices approximately covering the volume depicted in the SRUS images. 
Prior to co-registration, the 2D SRUS images were assigned a constant elevation depth of 1.8 mm, such that 
each SRUS image was approximated as a rectangular field-of-view of 15.3 × 21.5 × 1.8 mm. The SRUS scans were 
manually co-registered to the μCT volume using ITK-SNAP (version 3.8.0)59. Due to tissue deformation during 
μCT specimen preparation, a local non-rigid registration would be ideal. Differences in resolutions, fields of 
view, contrast mechanisms and the 2D vs 3D nature of the problem would make this a challenging task, requir-
ing a detailed study on its own. Restricted to a global transformation, we allowed for translation, rotation and 
scaling to achieve a visually satisfying agreement. From this, we calculated the MIPs of the μCT within the SRUS 
overlaps (in the direction of the elevation plane). Afterward, vessel centerlines were manually drawn and labeled 
in the μCT in the SRUS image overlaps. The included vessels were the visible, contrast-filled segmental, arcuate 
and cortical radial arteries and veins found in the SRUS image overlap of scan 2, and the cranial half of the vasa 
recta visible in the overlap of SRUS scan  160. Each centerline was found manually using the three different imag-
ing planes (coronal, sagittal, and axial). Depending on the orientation of the vessel, the plane where the vessel 
appeared most circular (in cross section) was used to find the approximate center. The μCT centerlines were 
drawn slice by slice starting from the renal artery and vein branches in the hilum in an antegrade manner ending 
in the cortical radial vessels. The vessels were separated into arteries and veins at this level, based on their size: 
the veins have a substantially larger diameter than their paired artery (illustrated in Fig. 4b). All the centerlines 
from the 3D μCT were projected into the coordinate system of the 2D SRUS images using the inverse similar-
ity transform from the co-registration. To cover the contrast-filled areas, the transformed μCT centerlines were 
dilated based on approximate expected vessel diameters. The expected diameters were extracted from selected 
examples of diameter measurements of the segmental, arcuate, and cortical radial arteries and veins at different 
branching levels on the μCT. From this, one ROI with all the arteries and one ROI with all the veins were created 
for the vessel overlap estimations.

On the SRUS scans, different regions were marked and labeled into either “segmental or larger arcuate ves-
sels”, “cortex” (including all vessels that were located superficially to the larger arcuate vessels that traverse on 
the border between cortex and medulla; hence, this region could include smaller branches of arcuate vessels, 
the cortical radial vessels, and possibly also tracks from the renal microvasculature), “outer medulla”, or “inner 
medulla” using MATLAB (Math Works, Inc., version R2020b). Each label consisted of several smaller regions in 
which the arterial flow direction was determined, which allowed separation of artery and vein MB trajectories. 
An example of these regions can be seen in Supplementary Fig. S5. In scan 2, the vessel centerlines of well-defined 
MB trajectories in the filtered MB track maps of the arteries and veins, respectively, were manually plotted.

For scan 2, we compared vessel overlap: Firstly, the percentage of vessel centerlines from the MB track maps 
that were recovered within the μCT vessel ROIs was calculated separately for the veins and arteries. Secondly, 
because the well-defined bundles of MB trajectories in the MB track maps that were used to manually draw the 
vessel centerlines represented primarily larger vessel, thereby excluding the smaller cortical MB tracks, the per-
centage of the area with MB tracks (all non-zero pixels in the filtered track map) covered by the μCT vessel ROIs 
was also calculated. Additionally, examples of vessel diameters were compared. In the μCT scan, the diameters 
were manually measured in ITK-SNAP. For the SRUS images, based on the assumption that vessels have a tubular 
structure with a Gaussian profile, a simplistic measure for vessel diameter was considered as 4 s.d. of the MB’s 
positions around the centerline for the specific vessel. These centerlines were automatically extracted based on 
the skeleton of the artery and vein track maps in each of the labeled regions.

Equipment and settings. All the SRUS images in Figs. 1, 2, 3, 4, 5, and 6, the μCT images in Figs. 1, 2, 
3, and 6 (including the μCT volumes of the kidney in Fig. 1a), and the supplementary figures and video were 
created in MATLAB (version R2019b and R2020b, Mathworks, U.S.). The μCT images with SRUS image overlap 
in Figs. 4 and 5 were created in ITK-SNAP (version 3.8.0)59. The rendering of the μCT segmentation in Fig. 7 
was done with Blender (version 2.91, www. blend er. org). All the figures were gathered, set up, and annotated in 
Keynote (version 10.3.8, Apple Inc).



11

Vol.:(0123456789)

Scientific Reports |        (2021) 11:24335  | https://doi.org/10.1038/s41598-021-03726-6

www.nature.com/scientificreports/

Data availability
Raw data and image processing algorithms can be exchanged through a collaboration agreement. Processed data 
and analysis algorithms can be made available upon request.
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A B S T R A C T

Microbubble (MB) tracking plays an important role in ultrasound super-resolution imaging (SRI) by enabling
velocity estimation and improving image quality. This work presents a new hierarchical Kalman (HK) tracker
to achieve better performance at scenarios with high concentrations of MBs and high localization uncertainty.
The method attempts to follow MBs with different velocity ranges using different Kalman filters. An extended
simulation framework for evaluating trackers is also presented and used for comparison of the proposed HK
tracker with the nearest-neighbor (NN) and Kalman (K) trackers. The HK tracks were most similar to the
ground truth with the highest Jaccard similarity coefficient in 79% of the scenarios and the lowest root-mean-
square error in 72% of the scenarios. The HK tracker reconstructed vessels with a more accurate diameter. In
a scenario with an uncertainty of 51.2 μm in MB localization, a vessel diameter of 250 μm was estimated as
257 μm by HK tracker, compared with 329 μm and 389 μm for the K and NN trackers. In the same scenario,
the HK tracker estimated MB velocities with a relative bias down to 1.7% and a relative standard deviation
down to 8.3%. Finally, the different tracking techniques were applied to in vivo data from rat kidneys, and
trends similar to the simulations were observed. Conclusively, the results showed an improvement in tracking
performance, when the HK tracker was employed in comparison with the NN and K trackers.

1. Introduction

Ultrasound super-resolution imaging (SRI) has been introduced over
the last five years by a number of research groups [1–7]. The approach
employs detection and tracking of microbubble (MB) contrast agents
to visualize the microvasculature. Identification of early changes in the
vessel structure and flow dynamics of the vessels smaller than 100 μm

can potentially be used for early diagnosis or monitoring of diseases
like cancer [8], diabetes [9], and atherosclerosis [10].

Various pre-clinical and pilot studies have been conducted with SRI
of the microvasculature of the kidneys [11–13], brain [5], tumors [8],
and lymph nodes [14]. Although the applications, depths, and wave-
lengths (𝜆) are quite diverse in these studies, they all estimate the
geometric centroid of the MBs with a sub-wavelength accuracy for
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SRI. The validation and quantification of in vivo super-resolution (SR)
images are still major challenges, as no known imaging modality can
yield in vivo ground truth for the microvasculature.

Several methods have been introduced to validate ultrasound SRI,
including comparison with other imaging modalities, like optical imag-
ing [4,15] and micro-CT [16], correlating the processed ultrasound
images with histology and Doppler imaging [17], or using micro-
flow phantoms [18–20]. Although these methods provide a method for
overall validation for the ultrasound SR images, they cannot be used
to evaluate tracking performance independently, as only the structural
and overall flow values are provided.

Tracking of MBs is an important part of ultrasound SRI, as it
improves the final quality of the SR images. Tracking also enables
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the estimation of clinically meaningful parameters, such as blood flow
velocity. However, tracking performance degrades in the presence of
high MB concentrations and localization uncertainty. As ultrasound
SRI was primarily inspired by optical microscopy, many of the optical
particle tracking methods have the same potential in ultrasound SRI.
These methods range from simple nearest-neighbor (NN) [21] to more
advanced techniques. Many of the tracking methods together with
different localization methods were objectively compared for various
scenarios in [22], and it was shown that tracking based on the Kalman
(K) filtering was among the best methods in most of these scenarios;
however, none of the methods performed best across all scenarios.
In 2015, the first in vivo ultrasound SRI with velocity mapping was
introduced [4]. Even though the approach used a basic maximum
intensity cross-correlation within a small search window, it revealed
great potential of resolving flow velocities in vessels located close to
each other. At the same time, another study used an NN tracker for the
MB velocity estimation [5]. In 2016, a modified version of the Markov
chain Monte Carlo data association was implemented for detection and
tracking of MBs [6]. In 2017, a partial assignment tracking based on
a bipartite graph was proposed in [23]. This improved image quality
in comparison with optimal total distance assignment, based on the
Hungarian algorithm [24], and cross-correlation based local tracking.
Finally, the Kalman-based trackers were employed in ultrasound SRI
and used in very recent works in 2019 and 2020 [15,25].

Even though tracking unlabeled targets is well studied, the trackers’
performance in velocity estimation and ultrasound SRI has not been
determined. The aforementioned studies either evaluated a combina-
tion of detection and tracking methods or compared a number of
trackers without a ground truth. Moreover, K trackers with only a single
initial condition for all MBs with varying lifetime and uncertainties in
their localization might not be beneficial in ultrasound SRI. This paper
presents a new hierarchical Kalman (HK) tracker for improving the
formation of tracks at different MB velocities. The HK tracker benefits
from the robustness of the Kalman filter and the flexibility of tracking
MBs differently at separate velocity ranges, each with a different initial
condition. Moreover, this paper presents an extended evaluation frame-
work for comparing different trackers’ performance using simulations
with varying MB concentrations and localization uncertainties. The
proposed method was compared with the NN and K trackers using the
evaluation framework. Finally, the three trackers were applied to in
vivo ultrasound data from a rat kidney, and the resulting ultrasound SR
images were compared qualitatively and quantitatively to determine
the best tracking method.

The rest of the paper is organized as follows. Section 2 describes
the methods used in this study. Section 3 presents the simulation and
in vivo results, and they are discussed in Section 4. Finally, the paper is
concluded in Section 5.

2. Methods

2.1. Tracking algorithms

Tracking methods aim to link unlabeled MBs from frame to frame.
In the NN tracker, the MBs in the next frame are found to determine
the closest MB to the current MB. Although the NN tracker is fast and
straightforward, it uses uncertain localizations directly.

Kalman filtering has a long history in engineering and is well
known for its ability to reduce the uncertainty in the measurements.
Considering that MBs in the blood vessels follow the bloodstream and
cannot jump into any direction, a more robust tracking is possible via
Kalman filtering and linear motion model, as this method considers the
prior state information [15,25]. This consideration can be modeled as
𝑟(𝑡) = 𝑟(𝑡 − 1) + 𝑑𝑟(𝑡) + 𝜖(𝑡), where 𝑟(𝑡) = (𝑟𝑧(𝑡), 𝑟𝑥(𝑡)) is the position of
the MB at time 𝑡, 𝑑𝑟(𝑡) = (𝑑𝑟𝑧(𝑡), 𝑑𝑟𝑥(𝑡)) is the displacement of the MB,

Fig. 1. Hierarchical Kalman tracker flowchart.

and 𝜖(𝑡) is the displacement error. This model is formulated using the
Kalman framework as:{
Prediction State: �̄�(𝑡) = 𝐅𝑥(𝑡 − 1) + 𝜖(𝑡)

Observation State: �̄�(𝑡) = 𝐇�̄�(𝑡) + 𝜈(𝑡),
(1)

where 𝑥(𝑡) = [𝑟(𝑡), 𝑑𝑟(𝑡)]𝑇 = [𝑟𝑧(𝑡), 𝑟𝑥(𝑡), 𝑑𝑟𝑧(𝑡), 𝑑𝑟𝑥(𝑡)]
𝑇 ,

𝐅 =

⎡
⎢⎢⎢⎢⎣

1 0 1 0

0 1 0 1

0 0 1 0

0 0 0 1

⎤
⎥⎥⎥⎥⎦
, 𝐇 =

[
1 0 0 0

0 1 0 0

]
,

𝜖(𝑡) ∼  (0, 𝜎2𝜖 ), and 𝜈(𝑡) ∼  (0, 𝜎2𝜈 ) is the localization uncertainty. In
this study, the NN and K trackers used a maximum linking distance
of 250 μm, equivalent to a displacement of a MB in a frame with the
maximum flow velocity of 13.75 mm/s in a system with a frame-rate of
55 Hz. When entering the bloodstream, the MBs have unknown concen-
trations, different velocities, and flow dynamics in different anatomical
regions. To cover most of these variations, the initial conditions of the
K tracker were experimentally set to 𝜎𝜈 = 0.002 m and 𝜎𝜖 = 0.025 m
(see Section I in the supplementary document).

Having similar initial conditions for all MBs might not be beneficial,
since MBs are localized with unknown uncertainties and have various
velocities. Additionally, the different MB lifetimes correspond to the
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number of iterations in the Kalman filter. The proposed method uses
a hierarchical structure of Kalman filters, which considers different
initial conditions for different ranges of velocities. The flowchart for
a 5 level HK tracker is shown in Fig. 1. The tracking starts with a
constraint on the low velocity range (0–3 mm/s) and increases velocity
range at each level (up to 12–15 mm/s). The initial standard deviation
of displacement error was considered proportional to the maximum
velocity at each level with a constant coefficient of 𝛼. The initial
standard deviation of uncertainty was set inversely proportional to the
level of tracking with a constant coefficient of 𝛽. The constant values of
𝛼 = 0.001 and 𝛽 = 0.025 were also set experimentally (see Section I in
the supplementary document). For each range of velocity, a Kalman
filter, described in (1), with updated initial conditions was utilized
to estimate more accurate positions of MBs from uncertain positions.
The estimated positions were linked and assigned to the next frame
positions with a constraint on the maximum linking distance using the
Hungarian algorithm [24]. The Hungarian algorithm finds the input of
the Kalman filter in its next iteration from the list of MB positions in
which the selected positions have the optimal minimum total distance
to the Kalman estimates in the previous iteration. The maximum linking
distance was 𝑣𝑚𝑎𝑥∕𝑓𝑟, where 𝑣𝑚𝑎𝑥 was the maximum velocity in the
processing level, and 𝑓𝑟 was the system frame-rate. With the formation
of the MB trajectory, the velocity of that MB was estimated by knowing
the total displacement and time. Considering track 𝛾𝑘 as a set of 𝑁𝑘

positions, each observed at a specific time, defined as

𝛾𝑘 = {((𝑥𝑖, 𝑦𝑖, 𝑧𝑖), 𝑡𝑖)}
𝑁𝑘

𝑖=1
= {(𝑟𝑖, 𝑡𝑖)}

𝑁𝑘

𝑖=1
, (2)

the mean velocity of the track 𝛾𝑘 is estimated as

̄⃗𝑣𝑘 =
𝑟𝑁𝑘

− 𝑟1

𝑡𝑁𝑘
− 𝑡1

, (3)

and the instantaneous velocity of the track 𝛾𝑘 at its 𝑖th position is
estimated as

𝑣𝑖𝑘 =
𝑟𝑖+1 − 𝑟𝑖

𝑡𝑖+1 − 𝑡𝑖
. (4)

The tracks with estimated velocity beyond the tracker’s velocity range
were removed from the list of tracks. Finally, the MB positions cor-
responding to the track positions were removed from the list of MBs,
and at the next level, the same procedure was applied to the remaining
untracked MBs.

2.2. Simulations

Artificial X-shaped crossing tubes were simulated in Matlab (Math-
Works, U.S.). The simulations were made by generating MB positions,
each with a known ground truth track and uniformly random lifetime,
moving with different velocities. Individual MBs inside the tube were
also uniformly distributed with sub-wavelength distance. MB positions
were generated according to the ground truth tracks. To simulate
uncertainty in MB position estimates, a random Gaussian error was
added. The trackers’ performance was investigated over uncertainties
ranging from 𝜆/20 to 𝜆/2. In this study, localization uncertainty refers
to the SD of the Gaussian position error. The various parameters of the
simulations are listed in Table 1. The low, medium, and high-density
scenarios had an average MB count of 17, 31, and 51 MB.frame−1,
corresponding to MB density of 1.37, 2.46, and 4.24 MB.𝜆−2.frame−1 at
the center of the phantom. MB density, calculated based on the size of
the vessels and the shape of the phantom, provides an average amount
of the MBs per resolution cell (𝜆2). For example, a MB density of 4
MB.𝜆−2.frame−1 at the center of the phantom means that, on average,
we can find 4 MBs in a resolution cell at the center of the phantom. The
low, medium, and high density scenarios were only part of the whole
simulated scenarios (See Section II of the supplementary document for
extra information). A snapshot of these scenarios is shown in Fig. 2,
demonstrating that in the low-density scenario, most of the MBs were

Table 1
Parameters used in the in silico X-phantom.

Parameters Value

Tube length 10 mm
Tube radius 250 μm & 125 μm

Peak velocity 10 mm/s & 5 mm/s
Velocity profile Parabolic
Angle between tubes 15◦

Frame-rate (𝑓𝑟) 55 Hz

Wavelength (𝜆) 256 μm

Average MB count 17, 31, 51 MB.frame−1

MB density at phantom center 1.37, 2.46, 4.24 MB.𝜆−2.frame−1

Localization uncertainty 𝜆∕20 to 𝜆∕2

Table 2
Definition of profile-based metrics.

Ground truth (GT) 𝑣𝑔 (𝑟) = 𝑉𝑝

(
1 − (

𝑟

𝑅
)2
)

Estimations {𝑣𝑖(𝑟)}
𝑁
𝑖=1

Mean Profile ̄⃗𝑣(𝑟) = E{𝑣1(𝑟), 𝑣2(𝑟),… , 𝑣𝑁 (𝑟)}

Standard Deviation (SD) Profile 𝑣𝑆𝐷(𝑟) =
∑𝑁

𝑖=1
(𝑣𝑖(𝑟) −

̄⃗𝑣(𝑟))2∕𝑁

Relative Bias E{ ̄⃗𝑣(𝑟) − 𝑣𝑔 (𝑟)}∕𝑉𝑝

Relative SD
√
E{|𝑣𝑆𝐷(𝑟)|}∕𝑉𝑝

not overlapping. In the medium-density scenario, some of the MBs were
overlapping, and most of the MBs were overlapping in the high-density
scenario. The MB concentration is not controllable in vivo after MB
injection; even though the dilution of SonoVue is adjusted to have fewer
overlapped MBs, the concentration may vary depending on the vessel
structure and blood velocity in specific types of vessels, especially in a
complex organ such as kidneys. For this reason, various MB densities
were simulated separately, and the aim was to get the most tracking
performance in multiple scenarios or most of the individual scenarios.

Various performance metrics were employed to evaluate tracking
performance from different aspects.

2.2.1. Assignment-based metrics
The estimated tracks were assigned and paired to the ground truth

tracks based on their minimum distance as described in [22]. For the
paired tracks, true positive (TP), false positive (FP), and false negative
(FN) positions and tracks were determined based on a gate distance
with the size of a wavelength [22]. Then, the Jaccard similarity was
calculated as

𝐽𝑆𝐶 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
, (5)

representing similarity to the ground truth. For the sub-wavelength
accuracy, the root-mean-square-error (RMSE) of the TP positions were
calculated. In this study, the assignment-based metrics were extended
for the velocity vectors. A paired velocity vector with a magnitude error
less than 20% and angle error less than 45 degrees was counted as a
TP vector. In the same way of tracks and positions, the JSC and RMSE
of velocity vectors were used for similarity and accuracy evaluation.

2.2.2. Profile-based metrics
Considering the known velocity profile and the geometry of the

tube as the ground truth, the velocity profiles of the SR images were
compared with the ground truth. As the same parabolic profiles across
the tubes were expected, the relative bias (RB) and relative standard
deviation (RSD) were calculated over several spatial cross-sections. The
velocity profiles were calculated using spline interpolation of veloc-
ity map values. Table 2 summaries the metrics calculated using the
estimated and ground truth profiles. The intensity profiles were also
estimated using the same method over intensity map values. The 90%
width of the profile was considered as an estimate for the diameter (D)
to show how the different trackers can generate spurious tracks outside
the vessel. The full width at half maximum (FWHM) of the profiles was
also estimated for comparison.
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Fig. 2. An example of low, medium, and high density scenarios. The ground truth MB positions in a random frame were convolved with a Gaussian point spread function for
better visualization.

Fig. 3. (a) The ground truth tracks marked by several green cross-sections are used for measuring intensity and velocity profiles. SR images reconstructed using (b) nearest-neighbor,
(c) Kalman, and (d) hierarchical Kalman trackers for medium MB density with an uncertainty of 𝜆/5.

2.3. In vivo measurement

The in vivo measurements were conducted on two Sprague-Dawley
rat kidneys during laparotomy using a modified BK5000 scanner and
an X18L5s transducer (BK Medical, Herlev, Denmark). The rats were
tracheotomized and ventilated with a mechanical ventilator. A metal
retractor pulled the left side of the diaphragm slightly in the cranial
direction to make the kidney more accessible for the probe and reduce
respiratory motion. However, the kidney was still moving concurrently
with the respirations to a certain extent (it varied among the animals
how much the respiratory motions pushed the kidney in the lateral
image direction, and the value of the motion range were reported in
another study [26]). Ten minutes of B-mode and contrast-enhanced
images with a frame-rate of 53.85 Hz were recorded. A pulse amplitude
modulation sequence was used for imaging with a transmit frequency of
6 MHz (𝜆 = 256 μm). The transmit voltage was low with a corresponding
mechanical index (MI) of 0.2 to prevent bursting of the MBs. The
MBs (SonoVue, Bracco, Milan, Italy) were injected with a flow-rate of
100 μl/min after a 1:10 dilution. During the infusion, a syringe stirrer
was used to keep the solution homogeneous and prevent drop in the
MB concentration during the scan. The measurement was performed in
agreement with protocols approved by the Danish Animal Experiments
Inspectorate under the Ministry of Environment and Food. All proce-
dures matched the ethical standard of the University of Copenhagen at
which the measurements were performed. The in vivo kidney data were
collected previously for a pilot pre-clinical study [12].

The motion-field was estimated locally using B-mode images [26,
27], for patches of 3 × 3 mm with 80% overlap. The MBs were localized
using the weighted-centroid on the Gaussian-filtered contrast images.
The localization was compensated for the tissue motion by subtracting
the motion-field value at that position and time. Next, the corrected MB
positions were tracked using the NN, K, and HK trackers. The estimated
tracks were inserted into an image with a pixel size of 5 μm to form the
final SR images. An intensity map was created when all tracks were
inserted into the SR image with each track having the same weight. A
velocity map was created by inserting all track velocities into the SR
image. The velocity maps were visualized by scaling and remapping
of velocity vectors to an RGB color wheel, where color shows flow
direction and brightness indicates velocity magnitude.

3. Results

3.1. Simulation results

The ground truth tracks and images with estimated tracks using
NN, K, and HK for a medium MB density scenario with a localization

uncertainty of 𝜆∕5 are shown in Fig. 3. The green dashed lines in Fig. 3a
are the cross-section position in which the profiles were calculated.

3.1.1. Assignment-based metrics

The overall benchmark of all the assignment-based metrics for
different scenarios is summarized in Table 3 (see Section II of the
supplementary document for quantitative numbers). The table shows
the best trackers by performance metrics (JSC and RMSE). In terms
of similarity to the ground truth, the HK tracker was superior in all
of the high density scenarios, and it had the lowest RMSE in 75% of
scenarios. The NN tracker was only competitive with K and HK in
low and medium density scenarios with low localization uncertainty
(0.05𝜆 and 0.10𝜆). Decreasing the value of the gate size also resulted in
the same trends in the performance metrics. However, a lower perfor-
mance was estimated when smaller gate sizes were used, especially for
high uncertainty scenarios and less accurate estimates of RMSE were
obtained (see Section III of the supplementary document).

3.1.2. Profile-based metrics

The mean intensity profiles for two vessels are shown in Fig. 4. Both
the NN and K trackers showed larger vessel diameters compared with
the HK tracker. The estimated diameters for this scenario are listed in
Table 4a, showing a more accurate diameter estimation (D) for the HK
tracker. The small vessel diameter was overestimated 2.8% by the HK,
while the vessel was 31.6% and 55.6% wider than its actual size using
the K and NN trackers. These numbers for the large vessel were 12.6%
(HK), 17.2% (K), and 37.6% (NN).

Mean and instantaneous velocity profiles for two vessels are shown
in Fig. 5, where solid lines are mean profiles and shaded areas are
the SD of the profiles. The statistics of the estimated profiles, listed
in Table 4b and 4c, shows a high RSD, when the NN tracker was
used, while both K and HK tracker shows a noticeable improvement
in velocity estimation. Unlike the structure, indicated by the intensity
profiles, the velocity profile statistics showed a slight degradation in
RSD, when the HK tracker was employed.

Fig. 6 shows the instantaneous velocity profiles, estimated by the
three trackers, in the small vessel (250 μm) with various peak velocities.
The tracking performance was degraded at higher peak velocities for
the given frame-rate. The statistics of these profiles are listed in Table 5,
showing the degradation of the different trackers, when the peak
velocity was increased.
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Table 3
Assignment-based ranking for Nearest-Neighbor (NN), Kalman (K), and Hierarchical Kalman (HK) trackers using 100 independent simulations
for each scenario. The tracker with the best metric for various uncertainty (𝜆∕20 ∼ 𝜆∕2) and MB density (low, medium, high) scenarios is
included in the Table. In scenarios where the best tracker was not significantly superior, the other trackers with relative metric difference less
than 2% are included as well.

SD of Localization Uncertainty 0.05𝜆 0.10𝜆 0.20𝜆 0.50𝜆

MB density Low Medium High Low Medium High Low Medium High Low Medium High

Track Level JSC NN NN/HK HK NN NN/HK HK K K HK HK HK HK

JSC HK HK HK HK/K HK HK K K K/HK K K HK
Position Level

RMSE HK HK HK HK HK HK HK/K HK/K HK K K K

JSC HK/K HK HK HK/K HK HK HK HK HK HK HK HK
Mean Velocity

RMSE HK HK HK HK HK HK HK HK HK/K K K K

JSC HK HK HK HK/K HK HK K K K/HK K/HK HK/K HK
Inst. Velocity

RMSE K/HK K/HK K/HK K/HK K/HK K/HK HK/K HK/K HK/K HK/K HK/K HK/K

Fig. 4. Intensity profiles for small (left) and large (right) vessels in a medium-density
scenario with localization uncertainty of 𝜆/5. The intensity values were normalized to
the intensity at the center of the vessel.

Fig. 5. (a) Mean and (b) instantaneous velocity profiles for small (left) and large (right)
vessels. Blue profile is the ground truth (GT) parabolic profile. The shaded area shows
the standard deviation.

3.2. In vivo results

In the proposed hierarchical tracker, different ranges of flow ve-
locities were tracked with a corresponding Kalman filter and linking
conditions. It is shown in Fig. 7 that the slow flow microvasculature
was mapped at the first level, and tracking continued to recover faster
flows of the larger vessels at the next levels. Notice how small arteries
(red tracks pointed by arrows) close to the veins appeared at level 4,
while they were mostly hidden in the previous levels.

Intensity and velocity maps for the entire kidney are shown in
Figs. 8 and 9, demonstrating the overall visual improvement when
the HK tracker is used compared with the NN and K trackers. Fig. 10
shows two zoomed regions of the velocity maps. Four examples of
vessels were selected (arrows), and their diameters are listed in Table 6.

Table 4
Profile-based metrics for a medium density scenario with localization uncertainty of
𝜆∕5.

(a) Intensity Profiles
Small vessel (250 μm) Large vessel (500 μm)

NN K HK NN K HK

D (μm) 389 329 257 688 586 563
FWHM (μm) 307 247 164 607 531 441

(b) Mean Velocity Profiles
Small vessel (5 mm/s) Large vessel (10 mm/s)

NN K HK NN K HK

RB (%) 4.99 2.61 4.27 −8.25 −0.77 1.69
RSD (%) 17.29 8.90 12.88 10.03 7.01 8.34

(c) Instantaneous Velocity Profiles
Small vessel (5 mm/s) Large vessel (10 mm/s)

NN K HK NN K HK

RB (%) 35.71 8.70 7.98 16.06 3.26 4.45
RSD (%) 41.77 12.94 16.07 31.73 9.00 9.84

Fig. 6. Instantaneous velocity profiles of small vessel for a medium density scenario
with localization uncertainty of 𝜆/5 for different peak velocities.

Similar to the simulations, the HK tracker had a smaller estimate for

the vessel diameter. Marker 4 shows a vein, which is only partly

inside the imaging plane. In this example, the vein was not filled

completely with tracks, when the K tracker was employed. This effect

can easily take place in the cortical and medullary regions and the

diameters of unfilled or out-of-plane structures can be misinterpreted.

Therefore, only the distribution of velocity estimates in these regions

was investigated. Fig. 11 shows that the majority of tracked MBs in
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Fig. 7. The reconstructed tracks at different levels of the proposed hierarchical Kalman (HK) tracker. The images are velocity maps showing a coronal view in the center of the
first kidney. The maximum velocities are 3, 6, 9, 12, and 15 mm/s, corresponding to the velocity range of the HK tracker at each level. The arrows point to the small arteries
with faster flows.

Fig. 8. Intensity maps of the renal vascular tree processed with (a) NN (b) K and (c) HK trackers. All images are log-scaled with a 60 dB dynamic range according to the color
bar.

Fig. 9. Velocity maps of the renal vascular tree processed with (a) NN (b) K and (c) HK trackers. Colors indicate the flow direction according to the color wheel in the top-right
corner (e.g. yellow color shows a flow from left to right). Brightness corresponds to the magnitude of the velocities (e.g. the darkest is closer to 0 and the brightest is closer to
15 mm/s).

Table 5
Statistics of the instantaneous velocity profiles for a medium density scenario with
localization uncertainty of 𝜆∕5.

Tracker Metric Peak Velocity

5 mm/s 10 mm/s 15 mm/s 20 mm/s

NN
RB (%) 28.29 13.36 −3.98 −8.76
RSD (%) 40.34 23.65 26.96 15.91

K
RB (%) 14.69 8.78 −2.55 −8.94
RSD (%) 21.26 14.64 15.91 14.89

HK
RB (%) 8.02 8.12 5.95 −1.98
RSD (%) 16.62 14.67 14.6 17.78

both the cortex and medulla (outer and inner regions of the kidney) had

slow velocities below 2 mm/s. Considering the 98% of the cumulative

density functions as the peak velocity, the peak velocity in the medulla

Table 6
Vessel diameter of the four marked vessels in Fig. 10.

Marker Nearest-Neighbor Kalman Hierarchical Kalman

(1) 150.40 μm 107.41 μm 79.62 μm

(2) 382.54 μm 311.42 μm 231.75 μm

(3) 131.66 μm 127.01 μm 79.10 μm

(4) 155.61 μm not saturated 113.37 μm

was estimated to 1.65 mm/s, while the NN and HK trackers resulted

in 3 to 4 times higher peak velocities. These values for the cortex

were 5.05 mm/s using the HK tracker compared with 8.25 mm/s and

9.90 mm/s when using the K and NN trackers.
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Fig. 10. Zoomed-in regions of velocity maps showing a region of the cortex and major vessel branches (top) and the medulla (bottom) using (a) NN (b) K, and (c) HK trackers. Four
major vessel branches were marked for reporting vessel diameter. The red dashed lines show the region of interest where the distribution of velocity estimates were investigated.

Fig. 11. Distribution of velocity estimates in (a) the cortex and (b) the medulla, used
for determining peak and mean velocity.

The computational complexity of the three tracking algorithms were
compared based on the processing time for the same problem using
the same processor (Intel® Core™ i7-8700 CPU @ 3.20 GHz). The
computation time of three different tracking algorithms for solving
the in vivo tracking of 3 million MB positions over 32362 frames was
3.22 min for the NN tracker, while it was 33.71 min and 35.79 min for
the K and HK trackers, indicating that the HK tracker with 5 levels had
roughly the same computation time as the simple K tracker, and both
trackers were 10 times slower than the NN tracker.

The difference between hierarchical Kalman trackers with different
number of levels was also investigated. A 3-lvl hierarchical tracker is
qualitatively compared with a 5-lvl and a 15-lvl hierarchical tracker in
Fig. 12. Decreasing the number of levels generated obvious spurious
tracks. On the other hand, the hierarchical tracker with very small
velocity ranges failed to link slow MBs and caused unusual tracks, when
the unlinked positions were used at the higher levels.

4. Discussion

This study introduced a new hierarchical Kalman tracker, and its
performance was evaluated and compared with the NN and K trackers
using a variety of performance metrics and challenging scenarios. The

evaluation of tracking algorithms was based on a detector-independent
simulation setup with known ground truth tracks. Summarized in Ta-
ble 3, the HK tracker had a superior performance in the similarity of
generated tracks to the ground truth in 38 out of 48 cases, especially
scenarios with a high density and high uncertainty of MB positions.
This tracker also showed the lowest RMSE in 26 out of 36 cases.
Although the velocity profiles from the HK tracker were not competitive
to the ones estimated by the K tracker, the intensity profiles showed
a better diameter estimation and therefore structure improvement by
the HK tracker. According to the simulations, the performance of all
three trackers will drop in the presence of higher MB concentration
and higher uncertainty. However, it is anticipated that under the same
condition, the HK tracker outperforms the two other trackers.

The in vivo ultrasound SR images presented in this study also showed
a visual improvement in image quality using the proposed HK tracker,
exemplified with more delicate medullary microvasculature called vasa
recta (for comparison, see Fig. 10 in [28], which demonstrates these
structures in a postmortem rat kidney with microfil silicone rubber)
as well as neat streamlines of MB trajectories in the large vessels. A
dense structure with random flow directions can be seen in the cortical
regions in Fig. 9a. Fig. 9b shows more distinguishable vessels in the
cortical regions. However, vasa recta with slow velocities are sparser
in comparison with Fig. 9a. In Fig. 9c, both cortical and medullary
regions have distinguishable vessel structures and flow directions. In
Fig. 10, notice the smooth streamlines of MBs in the larger arcuate
arteries and veins (top) and vasa recta bundles in the medulla (bottom),
when the HK tracker was employed. The distinguished vessel diameters
also followed the trends observed in the simulations. The velocity maps,
shown in Fig. 9, appear to become progressively sparser from Fig. 9-a
to Fig. 9-c. This is due to more overlapping tracks and more linked MBs
in the NN. Even though the NN tracker generates a considerably higher
number of tracks, we speculate from the JSC and RMSE in simulation
results that many of the NN tracks are not TP.

Several decades ago, a direct measurement of blood flow in the
medulla estimated the velocity below 2 mm/s [29]. This finding corre-
sponds to velocity estimates from the HK tracker, shown in Fig. 11b. It
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Fig. 12. Hierarchical Kalman with different number of levels (left: 3-lvl, middle: 5-lvl, right: 15-lvl). (a) shows the full view and the red rectangles are the zoomed regions shown
in (b).

is worth noting that direct measurement of blood flow in the microvas-
culature is quite demanding, and no imaging modality has shown the
ability to measure velocities deeper inside organs.

A study using nano-CT has demonstrated the dense and complex
vascular architecture in the cortex of the rat kidney [30]. The kidney
dense vessel structure of the renal cortex seems to be shown better
in Fig. 8a, while it seems that the K and HK are missing some of the
information. This is due to the Kalman structure, which tries to predict
a specific linear motion model for the MBs, as described in Section 2.1.
In addition, many of the cortical vessels are not completely inside the
imaging plane. Therefore, the many MBs that shortly pass through the
imaging plane do not satisfy the flow model. Moreover, these projected
vectors into the 2D imaging plane could cause unreliable displacement
and velocity estimates. The unreliable tracks in this region are more
evident in Fig. 9a, as velocity vectors moving in all directions covered
the data from the in-plane vessels. A 3D measurement, using a 2D
sparse array [31] or row-column arrays [20], is required to capture MBs
movement in all dimensions reliably.

In the simulated phantom, the small vessel diameter is a wave-
length (𝜆). However, the MB trajectories inside each vessel had a
sub-wavelength distance from each other. These delicate streamlines
can be perceived as several microvessels inside the phantom. Solving a
tracking problem in this situation becomes even more cumbersome by
adding uncertainty to the MB positions. The same analogy for super-
resolved velocity maps exists in which the velocity profiles must be
estimated with sub-wavelength resolution.

The computational complexity of a tracking algorithm depends on
the number of MB positions (inputs) and the generated tracks (outputs).
One or both could be stochastic depending on the localization uncer-
tainty, MB lifetime, and structure complexity. Although the HK tracker
employs multiple Kalman filters, the number of MB positions processed
at each level is reduced compared with the previous level.

The contrast ultrasound data usually suffer from low SNR (or more
specifically contrast-to-noise ratio), as the voltage should be kept low
(corresponding to low MI) to do not disrupt all of the MBs and high
enough to capture their non-linear response. The low SNR may result
in residual clutter. This may also generate false detections or miss
detections that can potentially affect the results. This limitation can
be added to the current simulation setup by randomly generating or
removing MB positions, while keeping the ground truth tracks the same
as before.

Imaging sequences with higher frame-rate [32,33] can be employed
to increase maximum velocity that can be estimated. Moreover, a
higher frame-rate allows more reliable tracking with fewer linking

errors, because a shorter linking distance (𝑣𝑚𝑎𝑥∕𝑓𝑟) is required to
reconstruct a velocity map with the same maximum velocity.

The MB infusion is used to have more control on the amount of
MBs during the time. Therefore, MB concentrations used for the rat
experiments in this study were much lower than those administered
in a bolus injection for human examinations of, e.g., liver tumors.
The bolus injection and infusion are not comparable. The infusion
settings were chosen based on pre-trials where different MB concen-
trations and infusion rates were tested. For another organ, whether in
animals or humans, other settings are probably needed — it depends
on the vascularity and flows in the specific organ and size of the
animal/human. Clinical translation is possible. SonoVue is not yet
FDA-approved for infusion, but many studies worked with human MB
infusion (for purposes other than SRI). It does not seem to alter the
drug’s safety profile. Challenges may arise with larger out-of-plane
motion in humans, and therefore, the technique would benefit greatly
going from 2D to 3D. For the kidney, clinical implications would be,
e.g., investigating whether microvascular alterations in structure or
flow velocity precede microalbuminuria in persons with diabetes. This
could allow earlier diagnosis of renal involvement and improve the
possibility of monitoring the microvascular effects of renoprotective
drug treatment. Cancer is another large field where the technique
could allow improved diagnostics and treatment effect evaluation. For
example, SRI could help with non-invasively distinguishing malignant
lymph nodes from healthy or reactive ones.

5. Conclusion

This paper presented a new hierarchical Kalman tracker, which
attempts to track MBs with different ranges of velocity with corre-
sponding initial conditions and linking distances. The proposed tracker
was compared with the NN and K tracker and evaluated using several
assignment-based and profile-based performance metrics with chal-
lenging scenarios of varying MB density and uncertainty. The results
indicate that the proposed HK tracker outperforms the NN and K
trackers for many metrics and in different scenarios, especially in
high concentration and high uncertainty of MB positions. The method
also improved the in vivo image quality. The in vivo results showed
noticeable improvement with some trends similar to the simulations,
including more accurate diameter estimations.
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Appendix A. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.ultras.2022.106695.
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I. PARAMETER SELECTION STRATEGY

The in vivo data were tracked with the Kalman tracker with various values of σε and σν in coarse

steps of 0.0025, 0.025, and 0.25 m. The in vivo data were used, as they contain a combination of

multiple scenarios (low density, high density, overlapping MBs, non-overlapping MBs, low velocities,

high velocities). The results are shown in Fig. 1. The visible effects by the selection of each pair of

parameters are listed in Table I. Based on these observations, the Kalman parameters were empirically

selected with a small σν (0.0025) and a medium σε (0.025) to have both large and small vessels and

less uncertain tracks.

TABLE I: Observation after selecting large and small values of σε and σν

Small σε Large σε

Small σν Unable to track fast flows (large vessels) Uncertain tracks linking (wavy and squiggly tracks)

Large σν Unable to track fast flows (large vessels) Unable to track fast flows (large vessels)

Generate short and sparse tracks Increase uncertain track linking (wavy and squiggly tracks)

From the above observation, it can be inferred that faster flows can be tracked better with larger σε

and smaller σν while slower flows can be tracked better with smaller σε and larger σν . This strategy

was used for the adjustment of the parameters at different levels of the hierarchical Kalman tracker.



(a)

(b)

Fig. 1: Kalman parameters coarse tuning. (a) shows the full view and the red rectangles are the zoomed regions

shown in (b). The in vivo data were processed using the Kalman filter with coarse steps of the parameters σε

and σν .
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II. PERFORMANCE METRICS

The performance metrics for a larger number of simulations for different density scenarios are listed

here (the ranking for only three density scenarios at different uncertainty levels are reported in Table

III of the main article). Each set of MB density (row) and standard deviation (SD) of localization

error (column) is called a scenario. The performance metrics of the Nearest-neighbor (NN), Kalman

(K), and hierarchical Kalman (HK) were reported for each scenario. The performance metrics are also

highlighted by colors. The green color represents the best performance metric, and the red color is

the worst performance metric. Even though sometimes a method has a better performance compared

with another method, the difference between their performance metric is not high. For this reason,

in the ranking (Table III of the main article), the methods that had a difference in their performance

metrics of less than 2% were also reported. This means that method A with the best performance

metric of pA and method B with the performance metric of pB would receive the same rank in the

ranking table if |pA− pB|/pA < 0.02. A JSC of 1 meant the maximum similarity between the ground

truth and the estimation. The RMSE for positions was normalized to the wavelength (λ ). Velocity

error was normalized to the ground-truth velocity, and therefore the relative RMSE for velocity is

presented in percentage. All numbers were rounded to two decimal places (in some cases with an

insignificant difference, both yellow and green color could have the same round value).

TABLE II: JSC at track level

Average SD of localization error

MB count 0.05λ 0.10λ 0.20λ 0.50λ

[MB/frame] NN K HK NN K HK NN K HK NN K HK

1 0.72 0.99 0.90 0.71 0.99 0.82 0.72 0.99 0.51 0.14 0.45 0.35

4 0.97 0.98 0.88 0.96 0.97 0.80 0.91 0.97 0.47 0.09 0.40 0.36

9 0.95 0.93 0.84 0.92 0.92 0.76 0.82 0.90 0.45 0.07 0.35 0.36

13 0.93 0.89 0.81 0.88 0.87 0.75 0.73 0.83 0.44 0.06 0.30 0.34

17 (low) 0.90 0.82 0.80 0.83 0.79 0.73 0.64 0.74 0.42 0.05 0.26 0.32

22 0.87 0.75 0.80 0.78 0.70 0.70 0.57 0.65 0.41 0.05 0.23 0.31

26 0.84 0.69 0.80 0.73 0.63 0.68 0.52 0.58 0.40 0.05 0.20 0.30

31 (Medium) 0.80 0.61 0.79 0.70 0.56 0.68 0.47 0.51 0.38 0.04 0.18 0.28

35 0.77 0.56 0.78 0.66 0.50 0.64 0.43 0.45 0.37 0.04 0.17 0.27

39 0.74 0.51 0.76 0.62 0.45 0.62 0.39 0.40 0.36 0.04 0.15 0.26

43 0.71 0.46 0.75 0.58 0.41 0.60 0.36 0.36 0.34 0.03 0.07 0.10

47 0.68 0.42 0.73 0.56 0.37 0.58 0.34 0.33 0.34 0.04 0.14 0.25

51 (High) 0.66 0.39 0.72 0.53 0.34 0.56 0.31 0.30 0.33 0.04 0.12 0.23
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TABLE III: JSC at position level

Average SD of localization error

MB count 0.05λ 0.10λ 0.20λ 0.50λ

[MB/frame] NN K HK NN K HK NN K HK NN K HK

1 0.98 1.00 0.96 0.96 1.00 0.91 0.92 0.99 0.56 0.28 0.65 0.22

4 0.88 0.97 0.88 0.80 0.95 0.80 0.70 0.91 0.56 0.22 0.58 0.20

9 0.80 0.93 0.85 0.69 0.89 0.78 0.57 0.83 0.55 0.19 0.53 0.20

13 0.75 0.84 0.88 0.63 0.82 0.84 0.51 0.78 0.53 0.15 0.46 0.19

17 (low) 0.69 0.83 0.84 0.57 0.76 0.79 0.43 0.72 0.50 0.13 0.41 0.20

22 0.67 0.80 0.83 0.52 0.74 0.75 0.38 0.67 0.48 0.11 0.35 0.20

26 0.63 0.76 0.82 0.48 0.70 0.73 0.34 0.62 0.45 0.10 0.32 0.21

30 (Medium) 0.59 0.73 0.80 0.45 0.67 0.72 0.31 0.57 0.43 0.09 0.27 0.21

35 0.56 0.69 0.80 0.42 0.62 0.70 0.28 0.53 0.42 0.09 0.25 0.21

39 0.54 0.65 0.79 0.39 0.58 0.69 0.25 0.48 0.39 0.08 0.23 0.21

43 0.52 0.62 0.78 0.37 0.54 0.67 0.23 0.44 0.37 0.03 0.04 0.06

47 0.50 0.58 0.77 0.34 0.50 0.65 0.21 0.41 0.36 0.07 0.19 0.20

51 (High) 0.47 0.56 0.76 0.33 0.48 0.64 0.20 0.38 0.35 0.07 0.17 0.20

TABLE IV: Normalized RMSE of estimated positions

Average SD of localization error

MB count 0.05λ 0.10λ 0.20λ 0.50λ

[MB/frame] NN K HK NN K HK NN K HK NN K HK

1 0.07 0.10 0.06 0.14 0.12 0.09 0.28 0.18 0.19 0.58 0.40 0.50

4 0.09 0.10 0.07 0.15 0.12 0.10 0.29 0.18 0.19 0.59 0.40 0.50

9 0.10 0.10 0.07 0.16 0.13 0.10 0.30 0.19 0.20 0.59 0.41 0.51

13 0.11 0.11 0.08 0.18 0.13 0.11 0.31 0.20 0.20 0.59 0.42 0.51

17 (low) 0.12 0.12 0.08 0.19 0.14 0.12 0.32 0.21 0.21 0.59 0.43 0.52

22 0.13 0.12 0.09 0.20 0.15 0.12 0.33 0.22 0.22 0.59 0.44 0.52

26 0.15 0.13 0.09 0.21 0.16 0.13 0.34 0.22 0.22 0.59 0.45 0.53

30 (Medium) 0.16 0.14 0.10 0.22 0.17 0.13 0.35 0.24 0.23 0.60 0.46 0.53

35 0.17 0.15 0.10 0.23 0.18 0.14 0.36 0.24 0.23 0.60 0.46 0.54

39 0.17 0.16 0.10 0.24 0.19 0.14 0.36 0.25 0.24 0.60 0.47 0.54

43 0.18 0.17 0.11 0.25 0.20 0.15 0.38 0.27 0.25 0.69 0.67 0.68

47 0.19 0.18 0.11 0.26 0.21 0.15 0.38 0.27 0.25 0.60 0.49 0.55

51 (High) 0.20 0.19 0.12 0.27 0.22 0.16 0.39 0.28 0.26 0.61 0.50 0.56
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TABLE V: JSC of mean velocity estimates

Average SD of localization error

MB count 0.05λ 0.10λ 0.20λ 0.50λ

[MB/frame] NN K HK NN K HK NN K HK NN K HK

1 0.99 0.98 0.99 0.97 0.97 0.98 0.94 0.97 0.95 0.83 0.92 0.79

4 0.94 0.98 0.98 0.89 0.97 0.95 0.81 0.95 0.94 0.63 0.84 0.76

9 0.90 0.97 0.96 0.83 0.96 0.95 0.73 0.93 0.93 0.51 0.77 0.73

13 0.88 0.96 0.96 0.79 0.95 0.95 0.69 0.90 0.91 0.41 0.71 0.71

17 (low) 0.85 0.95 0.95 0.76 0.93 0.94 0.66 0.89 0.89 0.35 0.66 0.69

22 0.84 0.94 0.95 0.74 0.91 0.93 0.62 0.86 0.87 0.30 0.60 0.67

26 0.82 0.93 0.94 0.72 0.90 0.92 0.59 0.83 0.85 0.27 0.55 0.65

30 (Medium) 0.81 0.91 0.94 0.70 0.88 0.92 0.56 0.80 0.83 0.23 0.51 0.64

35 0.80 0.89 0.94 0.69 0.85 0.91 0.53 0.77 0.82 0.21 0.47 0.62

39 0.79 0.87 0.93 0.67 0.83 0.90 0.51 0.74 0.79 0.20 0.44 0.60

43 0.78 0.85 0.93 0.66 0.80 0.89 0.47 0.70 0.76 0.06 0.15 0.25

47 0.77 0.83 0.93 0.65 0.77 0.89 0.45 0.67 0.76 0.17 0.37 0.58

51 (High) 0.76 0.81 0.92 0.63 0.74 0.88 0.42 0.64 0.74 0.15 0.35 0.56

TABLE VI: Relative RMSE of mean velocities

Average SD of localization error

MB count 0.05λ 0.10λ 0.20λ 0.50λ

[MB/frame] NN K HK NN K HK NN K HK NN K HK

1 1.56 1.65 1.26 2.12 2.09 1.74 3.22 2.70 3.21 8.40 4.77 7.35

4 2.58 1.92 1.70 3.35 2.28 2.03 4.31 2.90 3.29 8.43 5.18 7.59

9 3.31 2.13 1.80 4.18 2.49 2.26 5.47 3.27 3.41 8.77 5.77 7.91

13 3.86 2.35 2.13 4.82 2.78 2.51 6.21 3.61 3.61 9.08 6.24 8.15

17 (low) 4.39 2.54 2.32 5.29 3.03 2.78 6.85 3.90 3.85 9.43 6.69 8.29

22 4.72 2.75 2.50 5.72 3.24 2.96 7.37 4.23 4.05 9.72 7.07 8.58

26 5.06 2.97 2.65 6.03 3.48 3.08 7.62 4.54 4.30 9.94 7.47 8.70

30 (Medium) 5.28 3.20 2.83 6.37 3.78 3.32 7.91 4.83 4.51 10.10 7.82 8.93

35 5.57 3.45 2.96 6.70 4.05 3.50 8.26 5.10 4.72 10.29 8.09 8.96

39 5.76 3.74 3.09 6.92 4.35 3.68 8.46 5.40 4.97 10.29 8.45 9.13

43 5.98 3.90 3.23 7.09 4.59 3.82 8.67 5.85 5.35 11.73 11.62 11.44

47 6.19 4.17 3.31 7.32 4.80 3.94 8.85 5.95 5.36 10.66 8.89 9.38

51 (High) 6.31 4.39 3.45 7.42 5.13 4.07 8.98 6.31 5.61 10.55 9.23 9.45
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TABLE VII: JSC of instantaneous velocity estimates

Average SD of localization error

MB count 0.05λ 0.10λ 0.20λ 0.50λ

[MB/frame] NN K HK NN K HK NN K HK NN K HK

1 0.37 0.66 0.69 0.20 0.52 0.53 0.08 0.33 0.30 0.01 0.11 0.07

4 0.32 0.62 0.66 0.17 0.47 0.48 0.07 0.31 0.30 0.01 0.11 0.06

9 0.31 0.60 0.63 0.15 0.45 0.45 0.06 0.29 0.30 0.01 0.11 0.06

13 0.30 0.59 0.62 0.15 0.45 0.47 0.06 0.30 0.29 0.01 0.10 0.06

17 (low) 0.28 0.58 0.61 0.15 0.45 0.47 0.06 0.30 0.27 0.01 0.10 0.07

22 0.28 0.57 0.61 0.14 0.44 0.47 0.05 0.29 0.26 0.01 0.09 0.07

26 0.28 0.56 0.61 0.14 0.43 0.46 0.05 0.28 0.25 0.01 0.08 0.08

30 (Medium) 0.27 0.54 0.60 0.13 0.42 0.47 0.05 0.27 0.24 0.01 0.07 0.08

35 0.26 0.52 0.61 0.13 0.39 0.46 0.04 0.25 0.23 0.01 0.07 0.08

39 0.26 0.50 0.61 0.12 0.38 0.45 0.04 0.24 0.22 0.01 0.06 0.08

43 0.25 0.47 0.61 0.12 0.35 0.45 0.04 0.22 0.20 0.01 0.04 0.05

47 0.24 0.45 0.60 0.11 0.33 0.44 0.04 0.20 0.20 0.01 0.06 0.09

51 (High) 0.24 0.43 0.60 0.11 0.32 0.44 0.04 0.19 0.19 0.01 0.05 0.09

TABLE VIII: Relative RMSE of instantaneous velocities

Average SD of localization error

MB count 0.05λ 0.10λ 0.20λ 0.50λ

[MB/frame] NN K HK NN K HK NN K HK NN K HK

1 10.49 8.27 8.22 11.15 9.64 10.06 11.46 10.72 10.99 11.58 11.34 11.33

4 10.47 8.34 8.23 11.20 9.63 10.04 11.44 10.73 11.01 11.57 11.32 11.36

9 10.48 8.35 8.23 11.21 9.65 10.06 11.45 10.71 10.99 11.49 11.35 11.32

13 10.46 8.27 8.23 11.21 9.63 10.04 11.45 10.71 10.99 11.50 11.34 11.31

17 (low) 10.48 8.25 8.27 11.21 9.59 10.04 11.44 10.69 10.98 11.50 11.35 11.31

22 10.48 8.18 8.24 11.20 9.55 10.01 11.45 10.68 10.98 11.53 11.36 11.31

26 10.47 8.09 8.18 11.21 9.50 10.00 11.46 10.67 10.97 11.50 11.37 11.32

30 (Medium) 10.47 8.05 8.17 11.22 9.48 9.99 11.47 10.66 10.97 11.51 11.37 11.28

35 10.48 8.01 8.16 11.23 9.47 9.99 11.45 10.66 10.97 11.45 11.38 11.30

39 10.50 8.00 8.13 11.24 9.47 9.98 11.47 10.66 10.97 11.51 11.38 11.31

43 10.50 8.02 8.14 11.24 9.47 9.98 11.48 10.69 10.98 11.51 11.50 11.46

47 10.51 8.02 8.09 11.25 9.47 9.97 11.47 10.68 10.98 11.49 11.41 11.30

51 (High) 10.52 8.04 8.09 11.25 9.49 9.98 11.48 10.71 10.98 11.51 11.42 11.31
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III. GATE SIZE EFFECT

The radial gate size of a wavelength (λ ) might seem a bit high for the evaluation of super-resolution

techniques. The gating can be seen as a coarse criterion for the measurement of JSC. For the accuracy

below the gate size, the RMSE was used to reflect how the estimated positions or velocities are close

to the ground truth. In this section, the effect of various radial gate sizes, including λ , λ /2, and λ /4,

and various angular gate sizes, including 45◦, 22.5◦, and 11.25◦, were investigated.
Fig. 2 shows that the JSC of all algorithms drops slightly by decreasing the gate size. However, the

trends are preserved. It can be seen that in all high-density situation, the HK tracker outperformed

other trackers. In the scenarios with lower localization uncertainty (Fig. 2-a,b,c) and lower MB density,

there are situations where the NN or the K tracker perform better than the HK tracker. The K tracker

performed very well in the scenarios with SD of localization error equal to 0.20λ and medium to

low range MB densities.

(a) (b)

(c) (d)

Fig. 2: Gate size effect on JSC of tracks. The JSC is shown versus different MB densities with the SD of

localization error equal to (a) 0.05λ , (b) 0.10λ , (c) 0.20λ , and (d) 0.50λ . The gate size is λ for solid lines,

λ/2 for dashed lines, and λ/4 for dotted lines.

Fig. 3 shows that the JSC of the positions were less dependent on the gate size, when the uncertainties

were small (Fig. 3-a,b). The JSC of NN had a larger drop, when the uncertainty of the positions

increased to 0.20λ (Fig. 3-c). The JSC of all methods were dropped at smaller gate sizes, when the

uncertainty increased to 0.50λ . However, the trends were still comparable.
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(a) (b)

(c) (d)

Fig. 3: Gate size effect on JSC of MB positions. The JSC is shown versus different MB densities with SD of

localization error equal to (a) 0.05λ , (b) 0.10λ , (c) 0.20λ , and (d) 0.50λ . The gate size is λ for solid lines,

λ/2 for dashed lines, and λ/4 for dotted lines.

The normalized RMSE was calculated for the positions that were estimated within the radial gate size

of the ground-truth positions. Note that the RMSE cannot exceed the radial gate size. Fig. 4 shows

the RMSE of the estimated positions from the ground-truth position. It can be seen that RMSE is

reduced by decreasing the gate size, and RMSE cannot effectively be compared if the gate size is

small. These poor statistics might be due to the smaller amount of the true positions in the smaller

gate size. In the main manuscript, a relatively large radial gate size (a wavelength) was selected, and

then the RMSE of the positions was used as a finer metric. The same strategy regarding the gate size

was used in the following paper:

N. Chenouard et al., “Objective comparison of particle tracking methods,”Nature methods, vol. 11,

no. 3, pp. 281–290, 2014

Fig. 5 shows the effect of angular gate size smaller than 45◦, which resulted in the same relative

performance metrics.
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(a) (b)

(c) (d)

Fig. 4: Gate size effect on normalized RMSE of positions. The normalized RMSE to wavelength is shown versus

various MB densities with SD of localization error equal to (a) 0.05λ , (b) 0.10λ , (c) 0.20λ , and (d) 0.50λ .

The gate size is λ for solid lines, λ/2 for dashed lines, and λ/4 for dotted lines.
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(a) (b)

(c) (d)

Fig. 5: Angular size effect on JSC of instantaneous velocities. The JSC is shown versus various MB densities

with SD of localization error equal to (a) 0.05λ , (b) 0.10λ , (c) 0.20λ , and (d) 0.50λ . The angular gate size

is 45◦ for solid lines, 22.5◦ for dashed lines, and 11.25◦ for dotted lines.
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Blood Vessel Segmentation in Super-Resolution
Ultrasound Imaging of Healthy Rat Kidneys

Iman Taghavi, Sofie Bech Andersen, Stinne Byrholdt Søgaard, Michael Bachmann Nielsen,

Charlotte Mehlin Sørensen, Matthias Bo Stuart, and Jørgen Arendt Jensen

Abstract—Super-resolution ultrasound imaging (SRI) has the
potential to visualize the microvasculature. This paper presents
a method for semi-automated classification and automated seg-
mentation of blood vessels in 10 super-resolution (SR) images of
healthy Sprague-Dawley rat kidneys. The results show classifi-
cation of the renal vessels into arteries and veins, extraction of
vascular features, such as blood velocity, vessel diameter, length,
tortuosity, and density in 2D SRI of kidneys, and determine the
features with statistically significant difference between arteries
and veins. The blood velocity and track density were two features
that were statistically significantly different between arteries and
veins in the inner medulla (IM), outer medulla (OM), and cortex
(CO) of the kidneys, based on the Wilcoxon signed-rank test
(p ≤ 0.002). Considering the t-distribution for 10 samples, the
median velocity in the arterioles of the whole medulla was pre-
dicted to be 0.84±0.03 mm/s, while the prediction was 0.64±0.03
mm/s for venules. A statistically significant difference between the
two classes of vessels (arteries/arterioles vs. veins/venules) was
observed in other regions of the kidneys, including a difference in
the interquartile range (IQR) of velocities in the CO (0.48±0.15
mm/s vs. 0.24±0.08 mm/s) and median track density in all the regions
of the kidney (IM: 30±3% vs. 22±7%, OM: 30±5% vs. 16±4%,
CO: 10±3% vs. 17±3%). Other features such as diameter, length,
and tortuosity were only statistically significantly different in the
arterioles and venules of the OM. In conclusion, it is possible to
classify and segment blood vessels in 2D SRI and extract features
with statistically significant difference between arteries and veins,
especially the velocities of medullary regions and track density
in the cortical region.

Index Terms—Super-resolution imaging (SRI), Ultrasound lo-
calization microscopy (ULM), Contrast-enhanced ultrasound
(CEUS), Vascular imaging, Blood vessel segmentation, Vessel
classification, Vessel characterization

I. INTRODUCTION

Blood vessel segmentation is a key element in medical image

analysis, and vessel characterization has a significant role in

diagnosis and treatment of diseases. Manual vessel segmenta-

tion is a demanding task. It usually suffers from poor intra-
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Innovation Fund Denmark, and BK Medical”
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and inter-operator reproducibility and repeatability. Therefore,

automated or semi-automated segmentation methods are nec-

essary, especially when it comes to detailed microvascular

images. Automated vessel segmentation has a long history

and has been employed in different anatomical regions. It

is also used for different imaging modalities. However, most

studies have been limited to the retina [1], which has a

known gold standard for segmentation with a massive public

image dataset. There are also studies in other organs, such

as the brain [2–5], liver [6–8], heart [9–12], and recently the

kidneys [13–15]. These studies used either magnetic resonance

imaging (MRI) or computed tomography (CT) technique. In

ultrasound imaging, vessel segmentation is still limited to

applications such as characterization of the carotid and femoral

arteries [16, 17].

Ultrasound is a commonly used imaging modality for non-

invasive vascular imaging. Various ultrasound imaging tech-

niques have been designed to visualize the blood flow

and vascular structure. These techniques range from color

Doppler [18], power Doppler [19], vector flow imaging [20,

21] to contrast-enhanced ultrasound (CEUS) [22], and super-

resolution ultrasound imaging (SRI) [23–26]. The resolution

of an imaging system can be increased beyond the resolution

imposed by the diffraction limit using super-resolution (SR)

techniques. Breaking the conventional resolution limit enables

deep microvascular imaging [26]. It is worth mentioning that

even though the enhancement of spatial resolution in SRI is

achieved at the cost of a reduction in temporal resolution [27],

SRI is still among the fastest non-invasive medical imaging

techniques.

Since the resolution of conventional ultrasound has been

limited to the macrovasculature, the morphological segmen-

tation has been performed manually by the operator, and the

studies with automatic segmentation have been restricted to

the quantification of large vessels in the conventional B-mode

images [16, 17] or tissue perfusion in CEUS [28]. Entering

the microscopic realm demands development of automated or

semi-automated vessel segmentation algorithms. Ultrasound

SR images are made from an accumulation of hundreds of

thousands of microbubble (MB) trajectories, called a track

map. Contrary to the conventional vascular imaging, each

vessel in an SR image may not appear as a solid structure or

get filled completely with MB tracks. Therefore, available seg-

mentation techniques can easily misinterpret individual tracks

as an individual vessel or fail to distinguish the structures

in the ultrasound SR image. So far, the quantification of

ultrasound SR images has been performed manually based on
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regions of interest (ROI) [29–33], or a single tube characteri-

zation for the validation of the SRI [34, 35].

In conventional vascular ultrasound imaging, the field of

view usually contains a few large vessels, which allows easy

classification of the arteries and veins. Such classification

is also crucial in SRI, but is more challenging due to the

plentiness and complexity of vessels in the image. As arteries

and veins are initially unidentified by MB tracking, an easy

way to bypass the classification problem is visualizing the flow

in 2D using a velocity map with an RGB color wheel. The

velocity map was demonstrated for the first time in [24].

In relation to classification and characterization of the vessels

in SR images, the following questions arise: How can we

easily classify the vessels into arteries and veins in an SR

image? Is it possible to characterize the vessels in an SR image

in an automated manner? Are the features of the characterized

arteries and veins statistically significantly different? The last

question is important, when a machine is used to classify

the vessels from their features without any supervision. This

study aims to answer these questions. Our hypothesis is that

automatic classification, segmentation, and characterization of

vessels are possible using track maps and knowledge about

the anatomy of the organ of interest: here, the kidney. To

evaluate this hypothesis, a set of animal experiments on 10

healthy rat kidneys were conducted. The vasculature’s char-

acterization inside the kidneys led to statistically significant

quantitative numbers for classified vessels. The paper is an

expanded version of the conference paper [36] with added

vessel segmentation steps after classification, morphological

feature statistics, investigation on two extra regions of the

kidneys including inner medulla and cortex, and on a larger

group of rats.

The paper is organized as follows. In Section II, the methods

used in this study are described, including the data acquisition,

SRI processing scheme, vessel classification, segmentation,

and characterization. The results are presented in Section III

and discussed in Section IV. Finally the paper is concluded in

Section V.

II. METHODS

Automated vessel segmentation may include single or multiple

processing techniques, including vessel enhancement, learning

models, deformable model-based segmentation, and tracking

of the vasculature structure [37]. Our method consists of a

vessel enhancement technique and a pixel tracking approach

for skeletonization and centerline estimation of vessels. This

section starts with a brief explanation of the methods for data

acquisition and SR processing. Then, the vessel segmentation

method using track maps is explained.

A. Data acquisition

The in vivo measurements were conducted on 10 male

Sprague-Dawley rat kidneys. As described in [30], the animal

preparation and experiments were performed in agreement

with the approved protocols by the Danish Ministry of En-

vironment and Food and matched the ethical standard of the

University of Copenhagen. All rats were healthy and had a

Fig. 1: Data acquisition setup (Credit: Created with BioRender.com)

weight in the range of 337.3 ± 48.3 grams. The left kidneys

were scanned intraoperatively for 10 minutes using a BK5000

scanner (BK Medical, Herlev, Denmark) and a ”hockey stick”

X18L5s transducer (BK 9009, BK Medical, Herlev, Denmark).

The beamformed RF data consisted of over 32,000 frames of

both B-mode and CEUS images. The scan parameters and

experiment setup are summarized in Fig. 1.

B. Super-resolution imaging

After data acquisition, the data were post-processed using a

super-resolution processing scheme, demonstrated in Fig. 2.

The microbubbles (MBs) were detected by applying a 2D

Gaussian filter with a size of 7 × 7 pixels and a standard

deviation of 1 pixel. The pixel size of the CEUS image was

24 µm in the axial direction and 80 µm in the lateral direction.

The MB centroid positions were estimated using the weighted-

centroid algorithm (“regionprops” function of Matlab). The

motion field relative to a reference frame was estimated locally

over time from 3×3 mm patches of the B-mode images with

an 80% overlap, and then, a 3D spline interpolation was

used to obtain a continuous motion field at any time and

position. The motion-corrected positions were obtained by

subtracting the value of the motion field from the positions at

the corresponding time and location [38]. Finally, the motion-

corrected positions were tracked using a hierarchical Kalman

tracker [39]. A track is defined as a set of positions at different

time instants that likely belong to a unique MB. Accumulating

all of the tracks into an image with a pixel size of 5µm made

an intensity map. The tracking algorithm also provided the

vector velocity information, which was inserted into a matrix

to form a velocity map. The velocity maps were visualized by

scaling and remapping velocity vectors to an RGB color wheel,

where color shows flow direction and brightness indicates

velocity magnitude.
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Fig. 2: Super-resolution ultrasound image processing scheme

C. Vessel Classification

The velocity map, shown in Fig. 2 (bottom right), is an

accumulation of over 30,000 tracks. In the velocity map, the

flow direction is illustrated by the color wheel. However, a

unique color can show both arterial and venous flow directions

in different areas of the image. This is better shown in Fig.

3, where a red color in the velocity map visualization can be

both a vein or an artery. A track γk is considered as a set of

Nk positions, observed at specific times. This definition can

be formulated as

γk = {((xi, yi, zi), ti)}
Nk

i=1 = {(~ri, ti)}
Nk

i=1, (1)

where k is the track index, and ~ri is the position of a MB at

the time ti. The velocity of tracked MB at time ti is

~vik =
~ri+1 − ~ri
ti+1 − ti

. (2)

The tracks were classified into arteries and veins before

segmentation. This classification was implemented in a semi-

automated manner. Firstly, the large anatomical regions of the

kidney, including inner medulla (IM), outer medulla (OM), and

cortex (CO), were labeled by an expert in renal anatomy. The

arterial flow direction in these regions was also determined.

The arterial blood follows a unique pattern in the kidney. The

Fig. 3: Zoom in regions of a velocity map demonstrating unclassified
vessels. For example, a red color can represent a vein in a region and
at the same time an artery in another region.

Fig. 4: Manual labeling of different regions (dashed lines) and
arterial flow direction in each region (arrows) based on the anatomical
information.

blood enters the kidney via the renal artery, distributes through

the larger segmental arteries and then splits into smaller

branches of the arcuate arteries running on the border between

the cortex and medulla. In the cortex, the arterial blood

flows toward the renal surface in the cortical radial arteries,

while arterial blood to the medulla flows from juxtamedullary

efferent arterioles into the vasa recta toward the renal papilla.

The veins run in a parallel manner to the arteries. This flow

pattern is shown in Fig. 4. The large vessels (LV) in the image

were also labeled for visualization of the entire track map,

but they were not the subject of this study and therefore, they

were not included in the analysis. The MBs’ positions (~ri) and

their movement directions (∠~̄vik) were used for filtering their

trajectories. This filtering allowed the inclusion or exclusion

of particular types of tracks or tracks in specific regions.

Assuming that arterial flow direction in an ROI has the angle

of θa, a position of a track was classified as arterial track

position, if ~ri exists in that ROI and |θa − ∠~̄vik| < ∆θ. The

last term put a constraint on the exclusion of tracks that had
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Fig. 5: Preprocessing steps for track isolation. (a) shows three
examples of classified tracks in the outer medulla (left), cortex
(middle), and larger vessels (right) with red regions, zoomed in (b).
(c): Gaussian filtering. (d): adaptive thresholding.

more angular deviation than ∆θ with respect to the labeled

arterial flow in that position of ROI. ∆θ was set to 90◦ in

the medullary regions and 125◦ for the cortical region. Noting

that the venous flow direction is almost always in the opposite

direction of arterial flow, the venous tracks can be classified

with the same constraint but θv = θa + 180◦ instead of θa.

The last term is according to the parallel nature of arteries and

veins in the renal vasculature [40].

D. Vessel Segmentation

1) Preprocessing: Interesting objects to segment in the track

maps are the small vessels rooted into the cortex and bundles

of tiny vessels, called ascending vasa recta (AVR) and de-

scending vasa recta (DVR), in the medulla. Assuming that the

majority of MB trajectories are estimated inside the vessels,

a mask was designed for the isolation of tracks. The mask

was created from track maps with the following steps. First,

the track maps were convolved with a Gaussian filter with

the size of 500 µm and standard deviation of 25 µm to

give a higher weight to a denser subset of tracks and lower

weight to more sparse tracks. Second, a mask with isolated

solid structures was created by applying an adaptive threshold

based on the local mean values to the filtered image, using

the “adaptthresh” function in Matlab. The local window size

and sensitivity of the adaptive threshold were 500 µm and

0.5. This procedure is shown for three different regions of

the kidney in Fig. 5. Lastly, the isolated regions with an area

smaller than 0.06 mm2 were considered noise and removed

from the data using “regionprops” function in Matlab. The

remained isolated regions in the mask were used individually

to extract centerlines of the potential vessels.

2) Centerline extraction: The isolated tracks were obtained

by masking the track map. Isolated tracks inside a region of

the binary mask are shown in Fig. 6-a. The isolated tracks

(a) Isolated tracks (b) Dialation

(c) Skeleton (d) Graph of skeleton

(e) Removing short edges (f) New graph

(g) Branching (h) Centerlines

Fig. 6: Steps from isolated tracks to extraction of centerlines in the
isolated area. Red dots in the graph show pendant vertices, and green
circles are vertices with higher degrees.

were dilated with a disk element of radius 25 µm and closed

immediately with a disk of 50 µm, using the “imdilate” and

“imclose” functions in Matlab (Fig. 6-b). The skeleton of the

dilated region was extracted using “bwmorph” function (Fig.

6-c). All vertices and edges of the skeleton were determined

by pixel tracing (Fig. 6-d). Edges with a smaller length than

125 µm were removed (Fig. 6-e). The skeleton was branched

by removing the vertices with a degree higher than one (Fig.

6-f). The process of removing the vertices and short edges was

continued until all branches of the skeleton only had pedant

vertices (Fig. 6-g).

E. Characterization

With the estimated centerline and isolated tracks, different

features of the segments and tracks were quantified. These

features are described below:

1) Velocity: The distribution of the estimated velocities (~vik),

defined in (2), in different regions and different classes of

vessels were calculated. The peak velocity was measured as

98% of the cumulative distribution function (CDF) of the

estimated velocities.

2) Diameter: Assuming that uncertain MB positions have

normal distribution around vessel’s centerline, over 95% of

positions would be within 2σ distance of the centerline,

where σ is the standard deviation of MBs’ distances from the

centerline. Therefore, 4σ was considered as the vessel diameter

(Fig. 7-a).

3) Length: Indicating the length of each centerline (Fig. 7-a).
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(a) Vessel diameter and length (b) Tortuosity

(c) Track density (d) Segment density

Fig. 7: Examples of different morphological quantification metrics.
Dashed lines are estimated centerlines. (a) diameter and length, (b)
tortuosity: ratio of length over distance, (c) Track density: measuring
track density in overlapped patches, and (d) Segment density: average
distance of a centerline to its adjacent centerlines.

4) Tortuosity: The centerline tortuosity was calculated as the

ratio between the centerline’s length to the distance between

two ends of the centerline. The tortuosity of a straight line is

1 and increases by the degree of curvatures and bends in the

centerline (Fig. 7-b).
5) Track density: The ratio of non-zero pixels to all pixels in

a local region was defined as the structure density. Since the

density may differ in different local regions, the entire ROI

was divided into 50% overlapped 2×2 mm local regions, and

the structure density was calculated for each (Fig. 7-c).
6) Segment density: The mean of distances from a segment

to its adjacent segments (Fig. 7-d).

Of the above-mentioned features, velocity, diameter, and track

density were calculated based on the individual tracks, while

the other features were calculated based only on the extracted

segments.
A Wilcoxon signed-rank test was performed to compare fea-

tures of two classes of vessels, i.e. arteries and veins. The

p-value of the test was used to assess how the difference

between quantified features of classified vessels was statis-

tically significant in the different regions of the kidneys.

Considering the small sample size of the study (10 kidneys)

(a) Artery tracks (b) Vein tracks

(c) Fusion of both classes

Fig. 8: Classified tracks into groups of arteries and veins. (a) classified
arteries (b) classified veins, and (c) combination of arteries and veins
after classification. Comparing (c) with (a) and (b), the dashed oval
region shows a noticeable sparser arteries compared with veins in the
cortex, and the dashed rectangles show two example of the region
with many arteries behind the veins.

and assuming that data had a t-distribution, 95% confidence

interval of the median and interquartile range (IQR) of the

quantified features were also reported. Finally, the distribution

of significant features was shown in the form of box plots.

III. RESULTS

Over 300,000 tracks in different regions of 10 kidneys were

classified, and 5,606 segments were extracted in total. Fig.

8 shows the classified artery and vein tracks, demonstrating

the separated arterial and venous flow in the kidney. Sparser

artery tracks in the cortical region (dashed oval) and existence

of many arteries behind the veins (dashed rectangles) were

noticeable. Examples of automated segments from classified

artery and vein tracks are shown in Fig. 9, visualizing the

estimated centerlines and the potential vessel walls for the

group of tracks.

The statistics of the quantified tracks and segmented data, in-

cluding t-distribution of median and IQR with 95% confidence

interval and the p-value of the Wilcoxon signed-ranked test on

these metrics, are summarized in Table I.

In all regions the median velocity was predicted higher in

the arteries compared with the veins. However, the difference

between median velocities was only statistically significant in

the IM and OM regions (p = 0.002). In the CO, the IQR

metric showed a statistically significant difference between

arteries and veins (p = 0.002), however, the test on the median
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Fig. 9: Automatic segmentation of examples in Fig. 5 (left: outer medulla, middle: cortex, right: larger vessels). Red dashed lines are the
estimated centerlines, and yellow dashed lines are estimated vessel walls.

TABLE I: Median and inter-quartile range of estimated features for the classified arteries and veins in three regions. The 95% confidence
interval and p-value for each metric are reported. The gray highlighted metrics were considered statistically significant by the Wilcoxon
signed-rank test (p ≤ 0.006).

Feature Metric IM OM CO

0.87 ± 0.07 0.84 ± 0.03 1.87 ± 0.33
Median

0.63 ± 0.03

}

p = 0.002
0.68 ± 0.03

}

p = 0.002
1.63 ± 0.26

}

p = 0.695

0.06 ± 0.02 0.04 ± 0.01 0.48 ± 0.15
IQR

0.04 ± 0.01

}

p = 0.065
0.03 ± 0.01

}

p = 0.193
0.24 ± 0.08

}

p = 0.002

2.06 ± 0.15 1.98 ± 0.07 13.89 ± 0.92

Velocity [mm/s]

Peak

(CDF-98%) 1.56 ± 0.05

}

p = 0.002
1.61 ± 0.04

}

p = 0.002
9.05 ± 1.60

}

p = 0.002

178.68 ± 10.18 187.60 ± 5.51 163.09 ± 19.48
Median

167.18 ± 15.21

}

p = 0.232
168.80 ± 19.50

}

p = 0.084
173.26 ± 8.52

}

p = 0.275

101.40 ± 16.73 75.44 ± 7.57 97.83 ± 6.08
Diameter [um]

IQR
84.91 ± 13.73

}

p = 0.193
103.06 ± 6.45

}

p = 0.002
96.68 ± 12.52

}

p = 1

0.88 ± 0.06 1.01 ± 0.08 0.69 ± 0.05
Median

0.68 ± 0.14

}

p = 0.006
0.88 ± 0.13

}

p = 0.002
0.74 ± 0.06

}

p = 0.193

0.75 ± 0.05 75.44 ± 7.57 0.41 ± 0.04
Length [mm]

IQR
0.51 ± 0.07

}

p = 0.049
0.47 ± 0.05

}

p = 0.002
0.47 ± 0.08

}

p = 0.131

1.11 ± 0.01 1.11 ± 0.00 1.13 ± 0.01
Median

1.12 ± 0.00

}

p = 0.027
1.14 ± 0.01

}

p = 0.002
1.13 ± 0.01

}

p = 0.492

0.06 ± 0.01 0.05 ± 0.01 0.11 ± 0.02
Tortuosity

IQR
0.08 ± 0.01

}

p = 0.084
0.09 ± 0.01

}

p = 0.002
0.12 ± 0.02

}

p = 0.625

0.30 ± 0.06 0.30 ± 0.05 0.10 ± 0.03
Median

0.22 ± 0.07

}

p = 0.006
0.16 ± 0.04

}

p = 0.002
0.17 ± 0.03

}

p = 0.002

0.09 ± 0.02 0.12 ± 0.02 0.07 ± 0.02
Track Density

IQR
0.08 ± 0.01

}

p = 0.557
0.09 ± 0.02

}

p = 0.002
0.11 ± 0.02

}

p =0.014

142.63 ± 87.94 202.19 ± 97.16 163.09 ± 19.48
Median

183.70 ± 87.47

}

p = 0.275
123.43 ± 90.07

}

p = 0.049
169.00 ± 104.75

}

p = 0.275

50.88 ± 33.83 94.39 ± 25.37 95.06 ± 45.44
Segment Density

IQR
85.92 ± 37.58

}

p = 0.084
74.26 ± 34.19

}

p = 0.557
101.97 ± 62.73

}

p = 1

velocity did not reveal significantly higher values for the

median of arterial blood velocity (p = 0.695). The distribution

of velocity estimates in different regions of the rat kidneys are

shown in Fig. 10, demonstrating that blood velocities in the

arterioles of the medullary regions (DVR in the IM and OM)

were consistently estimated higher than the blood velocities in

the venules.

The CDF plots of the velocity estimates and the corresponding

peak velocities are shown in Fig. 11. The statistics of the

peak velocities in different regions, summarized as the last

metric for velocity in Table I, indicated that the difference

between peak velocities of blood in the arteries and veins were

statistically significant in the three regions.

The diameter of the bundles of DVR was larger than the groups

of AVR in the OM and IM. In the cortical region, a larger

median diameter was estimated for the veins. Even though

the diameter estimates correspond to the visual appearance in

Fig. 8, only the IQR of the bundle diameters for the AVR and

DVR in the OM was statistically significantly different. The

distribution of estimated DVR and AVR bundle diameters in

the OM region is shown in Fig. 12.

The segments of the DVR bundles were consistently estimated

longer than those from the segments AVR bundles. The artery

tracks in the CO were shorter than those from the veins;

however, the comparison of this feature in this region did not

show a significant difference (p = 0.193). The distributions of

the segment length in the regions with a significant difference

are shown in Fig. 13.

The segments of AVR bundles were consistently more tortuous

than the segments of the DVR bundles in the OM (p = 0.002).

The tortuosity distribution of segments in this region is shown

in Fig. 14.

Segment density did not reveal any statistical difference be-

tween the two classes; on the other hand, track density showed
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(a) Inner Medulla (IM) (b) Outer Medulla (OM) (c) Cortex (CO)

Fig. 10: Velocity distribution in different regions of the kidney

(a) Inner Medulla (IM) and Outer Medulla (OM) (b) Inner Medulla (IM) and Outer Medulla (OM) (c) Cortex (CO)

Fig. 11: CDF plots of velocity estimates in the arteries and veins in various regions for 10 rat kidneys. Solid line is the mean CDF plot and
the shadow area is the standard deviation of the CDFs for 10 rats. Peak velocity is marked by ×.

Fig. 12: Distribution of estimated diameters in the outer medulla

a consistent pattern of denser DVR in the IM and OM and

denser veins in the CO (p = 0.002). The distribution of the

track densities in all regions is shown in Fig. 15.

IV. DISCUSSION

This is the first time a study has investigated an automatic

vessel segmentation and characterization of 10 healthy rat

kidneys in SRI. The velocity map was employed for sepa-

ration of arterial and venous flow inside the kidneys. The

characterized arteries and veins were compared statistically

in three different anatomical regions of the kidneys using

the t-distribution confidence intervals and Wilcoxon signed-

rank test. The statistics showed a clear differentiation between

arterial and venous segments both in morphology and flow

dynamics. The arteries and veins of the 10 kidneys were

(a) Inner Medulla (IM)

(b) Outer Medulla (OM)

Fig. 13: Segment lengths distribution in the IM and OM regions.
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Fig. 14: Distribution of tortuosity in the outer medulla

(a) Inner Medulla (IM)

(b) Outer Medulla (OM)

(c) Cortex (CO)

Fig. 15: Track density distribution in different regions of the kidney

classified in a semi-automated manner, i.e., the procedures

required manual labeling of regions and general arterial flow

directions in the labeled regions as prior information. However,

the individual 300,000 tracks were classified automatically

based only on the defined anatomical regions and arterial flow

determination in each region.

Several features from the classified tracks and their segments

were investigated and compared statistically. It was shown

that the difference in the velocity estimates of the classified

tracks was statistically significant in the IM and OM regions

between arteries and veins. However, these trends were not

seen in the CO. Several factors may contribute to the lower

performance of velocity estimates in the cortical regions. First,

the 3D complex structure of these rich vascular regions are

projected in a 2D imaging plane, and sometimes, the arteries

are sandwiched by veins [41]. Second, the blood flow in the

larger arterial branches is pulsatile, and the peak velocity can

reach several cm/s; nonetheless, the velocity estimation using

particle tracking in SRI is limited to the order of 10 mm/s.

Tracking algorithms may still under-perform in the presence

of a high density of particles, the complex flow pattern of

pulsatility, and the ambiguity of 3D to 2D projection. The

average number of arterial tracks in CO was 55% lower than

the venous tracks, depicting the difficulty of MB tracking in

cortical arteries.

Most of the extracted features were statistically significant

in the OM region. Moreover, the velocity and track density

were two features that showed the statistical difference in all

regions. However, other described features were not statisti-

cally significant in all regions. The unique anatomical structure

of each kidney and the rats’ different sizes and weights

may also cause uncorrelated morphological characteristics.

Moreover, the complexity of the morphological features in

the 2D ultrasound SRI may be misinterpreted, when it is

accumulated over a thick slice of 3D structure [41]. Therefore,

the features calculated for segments, e.g., tortuosity, may not

be correspondent to the actual vessel existing in 3D.

Automatic segmentation of vessel structures in ultrasound

SRI is still at the beginning of its development and requires

more investigations. The segmentation performance must be

evaluated using a gold standard. A gold standard requires a

rich dataset of ultrasound SR images of kidneys that have been

manually segmented by multiple experts and such a dataset

are not yet available. At a more advanced level, such a gold

standard allows training of deep neural network to extract more

accurate and relevant features for blood vessel segmentation

of kidneys.

It is also worth comparing and discussing the result from a

clinical perspective. Several findings in clinical investigations

as well as intrinsic nature of SRI based on ultrasound con-

trast agents can be used to justify features with insignificant

difference. It is shown in [42] how the arteries are wrapped

by a nearby vein. The difficulties in tracking MBs in the

larger arteries could be because of both pulsatility of flow

and the phenomenon of venous wrapping of renal arteries.

For the same reasons the cortical artery diameters could be

overestimated in SRI. Although it was expected to observe

larger veins compared with arteries [40], the estimated interval
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for the diameters of arteries (163.09±19.48) were roughly the

same as the diameters of the veins (173.26±8.52) and the

difference was not statistically significant (p = 0.275). The

DVR and AVR travel in vascular bundles, primarily in the

OM [43]. It has been shown that the AVR are both wider and

more numerous than DVR [44, 45], and when estimating the

diameter of the bundles, one would anatomically expect the

AVR to be wider than the DVR [43]. However, more MBs are

available to track in the DVR compared with the AVR due

to decay or burst of the bubbles, when they travel the long

way in the vasa recta; therefore, the number of tracks from

which the diameters were estimated was higher in the DVR

compared with the AVR (the ratio of the number of DVR

tracks to the number of AVR tracks was 2.28±0.46 among

all rats). In addition, the diameter of the vasa recta bundles

that are measured in 2D SRI could be an overlap of several

bundles [41], adding to the outcome of the diameter estimates.

The same considerations are applicable for the track densities

in the OM and IM, where from an anatomical point of view,

the AVR was expected to be denser than the DVR.
On the other hand, there were some features that were not

expected to be significantly different, e.g., length of arterioles

and veins in the IM and OM. This can also be explained by

the nature of the SRI. As mentioned above, it seems that the

MBs that are exposed to ultrasound waves for longer periods

are more likely to have shorter life. With this hypothesis, the

abundance of MBs in the DVR compared with the AVR can

be justified as whatever exists in the AVR has passed through

the DVR and were more exposed to the ultrasound waves.
It was not expected to see more tortuous AVR compared with

DVR in healthy rats. The significant difference in the tortuosity

of the centerlines in the outer medulla could be the result

of 2D projection of 3D structure that exist in the elevational

thickness of the ultrasound imaging plane and could cause a

miss interpretation of the actual tortuosity of the vessels.
Some features correspond to the results from previous clinical

investigations. The velocity in the artorioles was statistically

significantly higher than in the venules. This was in line with

the previous findings [44, 45]. Lastly, it was expected to find a

denser structure of the veins in the cortex, as these are larger

compared with the arteries, and it was easier to track MBs

in them, as mentioned. Nevertheless, it should be noted that

track density is pixel based and therefore a relative feature.

It can be used for comparison as long as pixel size and track

thickness of all images are the same.

V. CONCLUSION

This paper presented a procedure to classify arteries and veins

in the ultrasound SR images of the rat kidneys, automatically

segment the blood vessels, and extract several features of each

class of vessels such as velocity, diameter, length, tortuosity,

and density. The t-distribution of each feature with 95%

confidence interval was reported, and it was shown that track

density and velocity estimates of the arteries and veins were

statistically significant in the different regions of the kidney.

Finally this paper shed a light on the challenges of vessel

characterization in 2D SRI and its comparison with a priori

anatomical and physiological knowledge.

APPENDIX

Moving average of the blood velocity in the OM region of 10

kidneys are shown in Fig. 16. A lower flow in the venules were

observed regardless of uncertainties in the velocity estimation

and this result were consistent among all rats. The classified

images of 9 other kidneys are shown in Fig. 17.

(a) Rat 1 (b) Rat 2

(c) Rat 3 (d) Rat 4

(e) Rat 5 (f) Rat 6

(g) Rat 7 (h) Rat 8

(i) Rat 9 (j) Rat 10

Fig. 16: The moving average blood velocity in the DVR (red) and
AVR (blue) of the outer medulla in 10 healthy kidneys. The moving
average window size is 1 minute. In all the cases, a lower velocity
in the AVR was observed.
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Fig. 17: SR images of the classified vessels on the other 9 kidneys. Arterioles are shown in red and venules in blue. The kidney for rat 5
is shown in Fig 8.
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Abstract: Super-resolution ultrasound imaging, based on the localization and tracking of single intravascular microbubbles, makes 14 

it possible to map vessels below 100 µm. The microbubbles’ velocities can be estimated as a surrogate for blood velocity, but their 15 

clinical potential is unclear. We investigated if a decrease in microbubble velocity in the arterial and venous beds of the renal cortex, 16 

outer medulla, and inner medulla was detectable after intravenous administration of the 1-adrenoceptor antagonist prazosin. The 17 

left kidneys of seven rats were scanned with super-resolution ultrasound for 10 min before, during, and after prazosin administration 18 

using a bk5000 ultrasound scanner and hockey-stick probe. The super-resolution images were manually segmented, separating 19 

cortex, outer medulla, and inner medulla. Microbubble tracks from arteries/arterioles were separated from vein/venule tracks using 20 

the arterial blood flow direction. The mean microbubble velocity from each scan was compared. It showed a significant prazosin- 21 

induced velocity decrease only in the cortical arteries/arterioles (from 1.590.38 to 1.140.31 to 1.180.33 mm/sec, P = 0.013) and outer 22 

medulla descending vasa recta (from 0.700.05 to 0.660.04 to 0.690.06 mm/sec, P = 0.026). Conclusively, super-resolution ultrasound 23 

imaging makes it possible to detect and differentiate microbubble velocity responses to prazosin simultaneously in the cortical and 24 

medullary vascular beds. 25 

Keywords: contrast-enhanced ultrasound; ultrasound localization microscopy; kidneys; microvascular flow; Sprague-Dawley rats; 26 

prazosin 27 

 28 

1. Introduction 29 

Super-resolution ultrasound (SRUS) imaging allows mapping of the vasculature below the diffraction limit of 30 

conventional ultrasound, making in vivo microvascular ultrasound imaging possible [1]. The unique arrangement of 31 

the renal vasculature is central in the filtration of plasma and the secretion/reabsorption processes that determine the 32 

final urine composition, all required for normal renal function. Additionally, renal blood flow alterations have been 33 

linked with, e.g., diabetic nephropathy and renal ischemia-reperfusion injury [2–6]. Measuring the intrarenal blood flow 34 

is difficult due to the lack of in-depth microvascular imaging methods. From 2D SRUS data, estimations of the in-plane 35 

velocities from every vessel in an entire image cross-section can be made. Accordingly, SRUS can evaluate renal cortical 36 

and medullary blood velocities simultaneously. The estimated velocities are based on tracking individual moving 37 

intravascular microbubbles (MBs) between image frames [7,8]. MBs have rheology similar to erythrocytes, so their 38 

velocity corresponds to blood velocity [9–11]. Many strategies have been undertaken to link individual MBs across 39 

frames to generate reliable velocity estimations. Initially, MBs were tracked by connecting an individual MB to the 40 

nearest MB in the next frame or cross-correlating each MB’s intensity in small search windows between successive 41 

frames [7,8]. Since then, more advanced approaches have been proposed [12–17].  42 
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SRUS data have been used to study structural vascular alterations in different diseases, including chronic kidney 43 

disease, cancer, and vasa vasorum in atherosclerosis [18–22]. MB velocities have been extracted from healthy animal 44 

and human organs, including the kidneys [23,24]. Recently, the technique has shown turbulent flow inside a human 45 

cerebral aneurism [25]. In the cerebral vasculature of old mice, MB velocities were shown to decrease compared with 46 

younger animals [26].  47 

The velocities are registered in MB velocity maps, showing the MB tracks from all types of vessels in the ultrasound 48 

field of view. In the mouse cerebral vasculature, the MB velocities were estimated across all vessel types in different 49 

functional brain areas [26]. Like the brain, the different anatomical areas of the kidneys have unique functions with a 50 

corresponding unique vascular anatomy and blood flow. This study aimed at investigating the quantitative possibilities 51 

of SRUS-derived MB velocities from rat kidneys using a setup with a clinical ultrasound scanner and a hierarchical 52 

Kalman tracker for MB velocity estimation [13]. Prazosin is an 1-adrenoceptor antagonist that can substantially 53 

decrease mean arterial pressure and renal blood flow. We investigated if a decrease in MB velocity in the separated 54 

arterial and venous beds of the renal cortex, outer medulla, and inner medulla was detectable after intravenous prazosin 55 

administration. 56 

2. Materials and Methods 57 

2.1. Ethical considerations 58 

All procedures presented in this paper were conducted following protocols approved by the National Animal 59 

Experiments Inspectorate under the Ministry of Environment and Food (license number 2020-15-0201-00547 issued on 60 

June 4th 2020). The experiments were ethically in accordance with the EU Directive 2010/63/EU for animal experiments. 61 

The rats were held in a 12/12-h light/dark cycle and could freely access standard chow and water. Trained animal 62 

caretakers were responsible for the rats’ well-being until the experiments.  63 

2.2. Animal preparations 64 

Eight male Sprague Dawley rats were scanned; seven were included in the results (see exclusion criteria below). 65 

Physiological data on the rats are found in Supplementary Table S1. Initial anaesthetization was performed in a chamber 66 

supplied with 5% isoflurane in 65% nitrogen/35% oxygen, followed by tracheotomy, tube insertion, and ventilation with 67 

a mechanical ventilator (Ugo Basile, Gemonio, Italy; 69 breaths/min). 1–2% isoflurane maintained anesthesia. Two 68 

catheters were inserted in the left jugular vein: One for infusion of the muscle relaxant, Nimbex (0.85 mg/ml, 69 

GlaxoSmithKline, London, UK, 20 µl/min) and injection of prazosin hydrochloride (0.1 mg/kg, Sigma-Aldrich, MO, 70 

USA), and one for infusion of SonoVue (Bracco, Milan, Italy). A catheter in the right carotid artery was connected to a 71 

Gould Statham P23-dB pressure transducer (Gould, CA, USA), continuously recording the mean arterial pressure 72 

(MAP). The rats lay on a heating table (~37°C) and laparotomy exposed the left kidney. A metal retractor on the left side 73 

of the diaphragm reduced respiratory motion transferred to the kidney. 74 

2.3. Ultrasound scanning and prazosin injection procedure 75 

The rats were scanned directly on the left kidney using a commercial bk5000 ultrasound scanner (BK Medical, Herlev, 76 

Denmark) modified for long data acquisitions. An X18L5s hockey-stick probe (BK Medical, Herlev, Denmark) was 77 

secured with a holder on the lateral side of the kidney to obtain central coronal image slices that included both the renal 78 

cortex and medulla. The image plane was found using orientation with B-mode. The SRUS data were obtained with 79 

line-per-line imaging (center freq. 10 MHz, mechanical index 0.1, frame rate 54 Hz) using amplitude modulation, 80 

interleaved with B-mode imaging used for motion estimation. The rats were scanned for 10 min using a 1:20 dilution of 81 

the SonoVue infused at 40-55 µl/min (SP210iw syringe pump, WPI, Friedberg, Germany). Infusion rate was adjusted 82 

according to visible MBs on the contrast-enhancing scanner display. For continuous MB inflow, the syringe turned 180° 83 
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every 10 sec. The rats were SRUS scanned three times (Figure 1). Prazosin was administered during the first minutes of 84 

SRUS scan 2. Triplex Doppler was acquired before SRUS scan 1 and after SRUS scan 3 on the renal artery or one of its 85 

branches. Rats were excluded if MAP < 70 mmHg at baseline or if there was no MAP response to prazosin. After the 86 

experiment, the rats were euthanized in anesthesia. 87 

 88 

 89 

 90 

Figure 1. Timing of ultrasound scans and prazosin injection. Triplex Doppler includes B-mode 91 

imaging plus color and spectral Doppler. i.v. = intravenous, SRUS = super-resolution ultrasound. 92 

2.4. Super-resolution ultrasound imaging post-processing and region labeling 93 

The SRUS data were motion-compensated and MBs were tracked using a hierarchical Kalman tracker (maximum 94 

linking distance: 278 µm. Only MBs trajectories that spanned across min. three consecutive frames were considered a 95 

track) [13,27]. Afterward, the MB tracks were inserted in high-resolution images to generate the SRUS images. In 96 

MATLAB (R2020b, MathWorks, MA, USA), the resulting MB velocity maps were manually labeled by S.B.A. with the 97 

three separate areas: cortex, outer medulla, and inner medulla (see example in the Results section). The cortex was 98 

delineated with an inner boundary (toward the medulla) superficial to the larger arcuate vessels that run between cortex 99 

and medulla. The outer medullas superficial boundary was set ~0.5-1 mm from the arcuate or segmental vessels, 100 

meaning that the outer stripe of outer medulla was not fully included. The loss of vascular bundles defined the transition 101 

from outer to inner medulla. In each area, smaller regions of interest were drawn in which a mean flow angle for the 102 

arterial flow was defined. A span of vessels going 125° (cortex) or 90° (medulla) from the mean angle was included as 103 

artery/arteriole tracks. As the afferent arterioles radiate at different angles from the cortical radial arteries, the vessel 104 

span was wider in the cortex. Vein tracks were defined as tracks going in the opposite direction from the mean artery 105 

flow angle [28]. 106 

2.5. Microbubble velocity estimations 107 

MB velocities were estimated in six different vascular beds: cortical arteries/arterioles, cortical veins/venules, outer 108 

medulla descending vasa recta, outer medulla ascending vasa recta, inner medulla descending vasa recta, and inner 109 

medulla ascending vasa recta. Generally, SRUS data must be acquired over a certain period depending on ultrasound 110 

equipment, acquisition technique, and vascular bed to obtain enough MB detections to generate a complete (or near- 111 

complete) image of the vasculature [29–32]. The MB velocities are typically calculated from the entire scan period to get 112 

the most reliable estimates; hence, the mean velocities from the three consecutive SRUS scans were compared. However, 113 

during a minute-long period, dynamic alterations in the blood flow can occur [33–35]. To better visualize dynamic 114 

alterations during scanning, the estimated MB velocities were displayed in graphs as moving averages (30-sec window). 115 

The MB velocities from the following shorter periods of SRUS scan 2 were also compared to investigate the possibilities 116 

of quantifying the immediate response to prazosin: Baseline velocity (first 30 sec), the velocity at the max effect of 117 

prazosin on MAP (30 sec with lowest MAP) and recovery velocity (30 last sec). Time for prazosin administration during 118 

SRUS scan 2 varied between animals from 51 to 184 sec after scan start. Therefore, MAP and MB velocities from SRUS 119 

scan 2 were aligned according to the prazosin injection time, with moving average MB velocities starting from 50 sec 120 

before injection and ending 410 sec after injection for all rats. The mean MB velocity for SRUS scan 2 was estimated after 121 



 4 of 15 
 

 

prazosin injection resulting in 410 sec of data. For SRUS scans 1 and 3, the 410 first sec of the acquisition were used to 122 

match SRUS scan 2. An overview of the different periods is shown in Figure 2. 123 

 124 

 125 

Figure 2. Overview of the analysis periods for the SRUS and MAP 126 

data. The 30-sec periods compared in SRUS scan 2 and during MAP 127 

measurement are marked with grey blocks. The 410 sec of SRUS data 128 

used to compare the mean microbubble velocity in the three scans are 129 

marked by the dotted-line blocks. The 460 sec periods shown in the 130 

graphs with moving average microbubble velocities are the solid-line 131 

blocks. MAP = mean arterial pressure, SRUS = super-resolution 132 

ultrasound. 133 

2.6. Statistical analyses 134 

Two variables (e.g. MB velocity in arteries vs. veins) were compared with paired t-test. Three consecutive measurements 135 

(e.g. MB velocities from the three SRUS scans) were compared with repeated measures one-way ANOVA with a 136 

Greenhouse-Geisser correction. Post-hoc between-group comparisons were made with Tukey’s multiple comparisons 137 

test. The scatter plots and graphs all show the means from the raw data. Statistical tests were calculated on transformed 138 

data (log or square-rooted) if they had a non-normal distribution. Statistical tests, graphs, and plots were made in 139 

GraphPad Prism (version 9.2.0 for Mac, GraphPad Software, CA, USA). 140 

3. Results 141 

3.1. Segmentation and analysis of the normal renal vasculature 142 

Figure 3 illustrates how the MB velocity map segmentation allowed separating the arterial and venous MB tracks in the 143 

three areas. By separating the descending from ascending vasa recta, the vascular organization of the medulla stood 144 

out, e.g., with a clear visualization of the descending vasa recta bundles of the outer medulla’s inner stripe (Figure 3b). 145 

In the inner medulla, the bundle organization of the descending vasa recta is lost [36], which is also evident from Figure 146 

3b. The MB velocities in the cortical arteries/arterioles and the descending vasa recta were higher than in the cortical 147 

veins/venules and ascending vasa recta, respectively (Figure 3c). The ascending vasa recta are more numerous and 148 

larger in diameter than the descending vasa recta, which matches the slower velocity [37]. However, the mean number 149 

of descending vasa recta tracks was higher than ascending ones (SRUS scan 1: 1581 ± 366 vs. 1338 ± 398, P = 0.024), which 150 

could be because many MBs disrupt before reaching the ascending vasa recta, as hypothesized by Foiret et al. [23]. The 151 

baseline MB velocity in the cortical arteries/arterioles tended to decrease with decreasing MAP (Figure 3d). However, 152 
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some rats had a MAP below the lower limit of renal autoregulation, which usually ensures stable renal blood flow 153 

during acute changes in MAP. 154 

 155 

 156 
 157 

Figure 3. Segmentation of rat kidneys with separation of arteries/arterioles and veins/venules in the cortex, 158 

outer medulla, and inner medulla. (a-1) and (a-2) show an example of the regions used to separate 159 

arteries/arterioles and veins/venules in different areas. The colors of the wheel in a-1 show the direction of 160 

flow, the color intensity indicates velocity (range 0-20 mm/sec, brighter colors are faster). In a-2, red is the 161 

cortex, dark blue is the outer medulla, and turquoise is the inner medulla. The yellow arrows indicate the mean 162 

angle for arterial flow direction. Insert shows the 90° vs 125° span in the medulla and cortex, respectively, from 163 

which the arterial tracks were included. (b) Shows the separated tracks from the inserts in a-1. Notice how the 164 

descending vasa recta vascular bundles stand out. The brightest color corresponds to 5 mm/s in the outer and 165 

inner medulla regions and 20 mm/sec in the cortical regions. (c) Distribution of mean MB velocities from the 166 

raw data of arterial vs venous tracks. Asterisks indicate results of paired t-test on the log-transformed MB 167 

velocities in cortical arteries/arterioles vs cortical veins/venules (left graph, P = 0.0006) and square root- 168 

transformed MB velocities of the outer medulla descending vs. ascending vasa recta (right graph, P < 0.0001). 169 

(d) Shows the relationship between baseline MB velocity in the arteries/arterioles of cortex and outer medulla 170 

and the MAP. Pearson’s correlation of log-transformed MB velocities from the cortical arteries/arterioles and 171 

MAP: R2 = 0.62, P = 0.035. AVR = ascending vasa recta, CO = cortex, DVR = descending vasa recta, IM = inner 172 

medulla, MAP = mean arterial pressure, MB = microbubble, OM = outer medulla. Scale bar in a-1 = 2 mm. 173 

3.2. Effects of prazosin on MAP and intrarenal microbubble velocities 174 

The MAP was 84 ± 8 (mean ± standard deviation) mmHg during the first 30 sec of SRUS scan 2 (Figure 4a-1), similar to 175 

MAP during SRUS scan 1 (86 ± 8 mmHg). The maximum drop in MAP occurred 52-82 sec after prazosin injection (54 ± 176 

4 mmHg) (Figures 4a-1 and 4a-2). At the end of SRUS scan 2, MAP had increased to 65 ± 8 mmHg and remained low in 177 
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SRUS scan 3 (65 ± 6 mmHg). The renal artery's typical spectral Doppler pulsed-wave pattern with a high end-diastolic 178 

velocity (Figure 4b-1) changed to a pattern with low end-diastolic velocity after prazosin (Figure 4b-2), reflecting the 179 

decreased vascular tone. Triplex Doppler images from all rats are found in Supplementary Figure S1. 180 

 181 

 182 
Figure 4. Effect of prazosin on mean arterial pressure and renal 183 

artery triplex Doppler. (a-1) Shows the effect of prazosin on mean 184 

arterial pressure during SRUS scan 2. The 30-sec periods (grey 185 

columns) were compared using a repeated measures one-way 186 

ANOVA with a Greenhouse-Geisser correction (F(1.878, 11.27) = 187 

65.00, P < 0.0001). In (a-2), the asterisks indicate the results of Tukey’s 188 

multiple comparisons test (baseline vs. max drop P < 0.0001, max 189 

drop vs. recovery P = 0.007, baseline vs. recovery P = 0.002). (b-1) 190 

Shows an example of the color Doppler and spectral Doppler wave 191 

pattern from the renal artery or one of its branches at baseline before 192 

SRUS scan 1. (b-2) Shows color Doppler and the spectral Doppler 193 

wave pattern from the same artery after completion of SRUS scan 3. 194 

SRUS = super-resolution ultrasound. 195 

 196 

To further support the estimated MB velocities, ultrasonic perivascular flow probe measurements of renal blood flow 197 

after prazosin injection from a separate unpublished trial are found in Supplementary Figure S2 (could not be included 198 

in this study due to ultrasonic signal distortion). They showed that prazosin at a lower dose (0.0125 mg/kg vs. 0.1 mg/kg) 199 

significantly decreased the renal blood flow.  200 

 201 

The moving average MB velocities from the six vascular beds during SRUS scan 1-3 are displayed in Figure 5. 202 

 203 
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 204 
Figure 5. Moving average MB velocities (30-sec window) in the arterial and venous beds of the 205 

cortex, outer medulla, and inner medulla during the three consecutive SRUS scans. The vertical 206 

dotted line indicates the time for prazosin injection. The semisolid colored areas are the standard 207 

deviations. AVR = ascending vasa recta, CO = cortex, DVR = descending vasa recta, IM = inner 208 

medulla, MB = microbubble, OM = outer medulla, SRUS = super-resolution ultrasound. 209 

 210 

In the cortical arteries/arterioles, outer medulla descending vasa recta, and outer medulla ascending vasa recta, a 211 

prazosin-induced MB velocity drop was visible in SRUS scan 2 when compared with SRUS scan 1. In the cortical 212 

arteries/arterioles, the decrease seemed to continue in SRUS scan 3, while in the outer medulla ascending vasa recta and 213 

outer medulla ascending vasa recta, the velocity increased to baseline levels in SRUS scan 3. A velocity decrease in the 214 

cortical veins/venules also seemed to occur after prazosin, but similar random fluctuations were seen during SRUS scan 215 

1. In the inner medulla descending vasa recta and inner medulla ascending vasa recta, no apparent effect of prazosin 216 

was visible.  217 

 218 

In Figure 6, the MB velocities from the cortical arteries/arterioles, outer medulla descending vasa recta, and outer 219 

medulla ascending vasa recta are displayed along with the MAP during each scan to illustrate the temporal relationship 220 

between the two parameters. 221 
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 222 

 223 

Figure 6. Moving average MB velocities (30-sec window) in the cortical arteries/arterioles, outer medulla descending vasa recta, 224 

and outer medulla ascending vasa recta for the three consecutive SRUS scans shown together with MAP. Moving average MB 225 

velocities are shown in the blue solid lines. The red dashed lines show the MAP. Semisolid areas represent the standard deviation 226 

of the measurements. The black dotted line indicates the mean MB velocity from SRUS scan 1 as a reference in the two succeeding 227 

scans for an easier immediate visual comparison. The scatter plots on the right show the mean velocities from the raw data of the 228 

three scans (410-sec periods). The asterisks indicate the result of the post-hoc Tukey’s multiple comparisons test done on the 229 

normality-transformed data (log-transformed for cortical data, square root-transformed for outer medulla data). AVR = ascending 230 

vasa recta, CO = cortex, DVR = descending vasa recta, IM = inner medulla, MAP = mean arterial pressure, MB = microbubble, OM 231 

= outer medulla, SRUS = super-resolution ultrasound, * = P ≤ 0.05, ns = non-significant. 232 

 233 

In the cortical arteries/arterioles, prazosin lowered the MB velocities significantly (P = 0.013). Post-hoc comparison 234 

showed that the MB velocity decreased significantly from SRUS scan 1 to scan 2 (P = 0.032). Prazosin also significantly 235 

lowered the MB velocities in the outer medulla descending vasa recta (P = 0.026). The post-hoc comparison showed that 236 

the MB velocity decreased significantly from SRUS scan 1 to SRUS scan 2 (P = 0.037) and increased in SRUS scan 3 to a 237 

level significantly higher than SRUS scan 2 (P = 0.013). The decrease and increase in MB velocity in the outer medulla 238 

ascending vasa recta were not statistically significant (P = 0.064). The remaining vascular beds showed no statistically 239 

significant MB velocity alterations between scans and were not analyzed further.  240 
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The three 30-sec periods within SRUS scan 2 were also analyzed for cortical arteries/arterioles, outer medulla 241 

descending vasa recta, and outer medulla ascending vasa recta. The results were slightly different: In the cortical 242 

arteries/arterioles, the ANOVA was non-significant, but the post-hoc comparison still showed a decrease in MB velocity 243 

from the baseline period to the period with max MAP drop (P = 0.031). In the outer medulla descending vasa recta, all 244 

tests were non-significant. In the outer medulla ascending vasa recta, prazosin lowered the MB velocity significantly (P 245 

= 0.012), with the post-hoc test showing velocity decrease from baseline period to the period with max MAP drop (P = 246 

0.040). Results from all ANOVA and post-hoc tests of the MB velocities are shown in Supplementary Table S2. 247 

 248 

The cortical arteries/arterioles have a fast flow and complex geometry. In this area there were seconds with no generated 249 

tracks (27146 of the 410 sec of SRUS scan 1 had velocity estimations). For the outer medulla descending vasa recta with 250 

a more homogenous slow flow and a simpler vascular geometry, 4054 sec had velocity estimations. However, 251 

supplementary Figure S3a illustrates how the number of track positions/sec during SRUS scan 1 varied randomly and 252 

was area-dependent with a steady number of counted MBs/sec through scanning (Supplementary Figure S3b). There 253 

was no correlation between MB count/sec and number of seconds with velocity estimations in the cortical 254 

arteries/arterioles (Pearson’s correlation, R2 = 0.088, P = 0.519). 255 

4. Discussion 256 

In this study, manual segmentation of SRUS images was used to isolate unique renal vascular beds and extract MB 257 

velocities from arteries/arterioles or veins/venules separately. It was possible to detect and differentiate responses to 258 

prazosin in the separated vascular beds. An acute response to prazosin was detectable in the MB velocities from the 259 

renal outer medulla, which is usually difficult to examine in vivo due to its deep location, supporting that SRUS can be 260 

used to investigate the intrarenal distribution of blood velocities in different conditions. Simultaneous quantification of 261 

the outer and inner medulla blood velocity opens possibilities to investigate how regional blood flow alterations 262 

influence the corticomedullary gradients of NaCl and urea in the medulla [38,39]. Another clinically intriguing example 263 

is monitoring flow changes in the ischemia-vulnerable outer medulla [6,40]. 264 

The MB velocities decreased significantly in response to prazosin in the cortical arteries/arterioles, outer medulla 265 

descending vasa recta, and outer medulla ascending vasa recta (the latter only when analyzing the 30-sec periods of 266 

SRUS scan 2). Prazosin inhibits the 1-adrenoceptor located on the vascular smooth muscle cells of the arteries and 267 

arterioles, causing vasodilation. When administered intravenously, prazosin lowers MAP, primarily due to a reduced 268 

total peripheral resistance, also causing the renal blood flow and the cortical artery/arteriole MB velocity to decrease 269 

[41,42]. The descending vasa recta do not have vascular smooth muscle cells but are surrounded by pericytes. One study 270 

has shown a higher pericyte density in the outer medulla compared with inner medulla [43]. Likewise, adrenergic nerve 271 

fibers have been shown to travel along the outer medulla descending vasa recta and diminish in the inner medulla [44]. 272 

These differences could account for the difference in our findings: Only in the outer medulla, a response to prazosin 273 

was measured. Norepinephrine has been shown to cause outer medulla vasoconstriction in vitro and reduce medullary 274 

blood flow in vivo, supporting the presence of 1-adrenoceptors [34,43,45]. However, the mentioned studies do not 275 

directly demonstrate the existence of the 1-adrenoceptor in the outer medulla descending vasa recta pericytes, and the 276 

MB velocity decrease could also be caused by dilation of the upstream efferent arterioles. The outer medulla ascending 277 

vasa recta have mostly been found not associated with pericytes [46,47], but a decrease in MB velocity was found when 278 

analyzing 30-sec periods of SRUS scan 2. It could be an effect of the velocity drop on the arterial side of the outer medulla 279 

circulation. Lastly, we did not find a response to prazosin in the cortical veins/venules. The 1-adrenoceptors are present 280 

in veins, but the venous basal tone is low, and prazosin may not have dilated the veins enough.  281 

Other studies have quantified MB velocity alterations, e.g., slower MB velocities in the brains of older compared with 282 

younger mice, or slower MB velocities in the retinal and retrobulbar vessels in the rabbit eye at high ocular pressures 283 

[26,48]. In the latter, arteries and veins were separated bi-directionally with flow towards (arteries) or away (veins) from 284 
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the probe. Due to the renal vascular complexity, that approach was not feasible in our study. Another recent SRUS 285 

study used the pulsatility of arteries to separate them from veins in cross-sectional images of the murine cerebral 286 

vasculature [49]. They used a high temporal resolution (1000-Hz frame rate) to capture the velocity fluctuations within 287 

a single cardiac cycle of mice with a 550 beats/min heart rate. For rats with ∼350 beats/min, a framerate much higher 288 

than used in our study (54 Hz) would be required. 289 

The MB velocity is typically estimated as a mean of all tracks generated during data acquisition [7,8,19,23,48], but 290 

this will not necessarily reveal dynamic vascular flow alterations. Therefore, we visualized the MB velocities as moving 291 

averages during scanning and compared MB velocities from shorter 30-sec intervals within the same scan. The data 292 

from the 30-sec periods should be interpreted cautiously, as they are based on a fewer velocity estimates. The estimated 293 

velocities at a given time point are highly dependent on the conditions for MB tracking, such as complexity of the 294 

vascular geometry and distribution of the MBs, variations in flow velocity and pulsatility, MB-to-noise ratio, out-of- 295 

plane motion, or errors in MB localization [29,50,51]. Such variations depending the on vascular complexity was 296 

illustrated with the difference in number of track positions between the intricate cortical arteries/arterioles versus the 297 

simpler outer medulla vessels (Supplementary Figure S3a). A way to optimize the regional velocity estimations would 298 

be to adjust MB infusion concentration according to the area of interest; the highly perfused cortex could be imaged 299 

with an even lower MB concentration for better tracking.  300 

 301 

There are some limitations to this study. Firstly, we measured only the velocity of MBs in the flowing blood, not the 302 

blood volume flow, which would require precise estimations of vessel diameters. Vessel diameters are highly dynamic 303 

[52,53]. Therefore, the diameters estimated from the accumulated MB tracks do not necessarily represent a vessel 304 

diameter at a given time. As the velocity estimations from shorter periods are based on fewer tracks that most likely do 305 

not fill the vessel lumen, valid diameters cannot be extracted. The evaluation of tissue perfusion based on velocities 306 

alone should be done carefully, as higher velocities do not necessarily mean better blood flow, it depends also on the 307 

cross-sectional vessel area. Another limitation is the lack of a gold reference for verifying the MB velocities. The 308 

velocities derived from 2D SRUS are likely to be underestimated due to the out-of-plane vessels [17,30,54]. With a low 309 

framerate, one could also speculate that only the slowest moving MBs in the periphery of a vessel with a parabolic flow 310 

are tracked. A frame rate in the kHz range would improve tracking by increasing the number of detected MBs/sec and 311 

allow estimation of more realistic velocities, as exemplified in a rat brain with velocities ranging from mm/sec to cm/sec 312 

[7]. For dynamic evaluations of the vasculature, ultrafast Doppler or fast synthetic aperture vector flow imaging could 313 

be an alternative to SRUS [55,56]. However, these techniques still have lower spatial resolution than SRUS and Doppler 314 

will not allow, e.g., separation of the descending and ascending vasa recta in an entire cross-section of the kidney. The 315 

separation of the cortical MB tracks into arteries and veins also has limitations. The arterial tracks come from different 316 

vessel types with different velocities. Some tracks were from smaller branches of the arcuate arteries, many were from 317 

cortical radial arteries, some were probably from afferent or efferent arterioles, and some MBs might even have been 318 

tracked in the capillary network (not substantiated). Depending on the type of vessel in which the MBs were tracked, 319 

estimated velocities ranged from the minimum to the maximum of our tracking algorithm’s velocity span (0-15 mm/s). 320 

Investigating them as a whole may blur the outcome of an intervention or a disease, as they may respond differently. 321 

Additionally, while most of the cortical arterioles project towards the renal surface, some have a direction toward the 322 

medulla, and the same goes for the veins [57]. Accordingly, separating vessels based on direction may mix arterioles 323 

with the venules and vice versa. Moreover, capillaries run in all directions and may occur in both regions. Therefore, 324 

the separation of vessels based on pulsatility is a compelling alternative for the renal cortex [49]. Finally, because we 325 

used a clinical ultrasound scanner with a low frame rate, a high prazosin dose was used to ensure a measurable 326 

response. For detection of subtler and more realistic velocity alterations, optimization of SRUS acquisition parameters, 327 
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such as frame rate or MB concentration, to better fit the renal vasculature is necessary [58], especially since 328 

transcutaneous scanning needed for longitudinal studies will introduce additional challenges for MB tracking. 329 

5. Conclusions 330 

In conclusion, super-resolution ultrasound imaging makes it possible to evaluate microbubble velocities in separated 331 

arterial and venous vascular beds of rat’s renal cortex, outer medulla, and inner medulla. The technique has a promising 332 

potential as a tool to investigate the intrarenal distribution of the renal blood flow velocities under different 333 

physiological and pathological conditions. 334 
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Abstract—In vivo visualization of the microvasculature is 

feasible with super-resolution ultrasound imaging (SRI), 

but the method needs more affirmative data before clinical 

use. The kidneys have a rich vasculature, and microvascular 

dysfunction decreases the kidney function. Therefore, 

detection of subtle renal microvascular changes could 

benefit patients with renal disease. We hypothesized that 

our SRI setup can visualize the microvascular network of 

two healthy rat kidneys and subsequently demonstrate 

microvascular flow changes immediately after ischemia-

reperfusion. The left kidney of two male Sprague-Dawley 

rats was scanned during laparotomy using a customized 

BK5000 scanner, an X18L5s transducer, and interleaved 

contrast and B-mode sequences with focused beam 

transmission. Images were acquired over 10 min using 

SonoVue (1:10) as the contrast agent. After a baseline scan, 

one rat had the renal vein clamped, while the other rat had 

the renal artery clamped, both for 45 min. The kidneys were 

rescanned immediately after clamp release and after 60 min 

of reperfusion. Motion correction was applied before 

microbubble (MB) detection. The characteristic renal 

microvascular structure was visualized with anatomical 

distinction between the dense cortical vascular network and 

the straight vessels of the medulla. Immediately after vein 

clamp release, almost no MBs perfused the medullary 

vessels. After 60 min of reperfusion, MBs refilled the renal 

vascular bed, but with a slower velocity compared with the 

baseline scan. The results after artery clamping were 

subtler, with more MBs perfusing the medulla immediately 

after clamp release compared with the vein clamping. The 

results imply that this SRI setup can evaluate different 

stages of ischemic kidney disease in rats as it can visualize 

the entire renal vascular bed and differentiate the pattern 

of reperfusion in two types of ischemic injury. 

I. INTRODUCTION 

 The microvasculature of organs and tissues, including the 
kidneys of rats and rabbits, has been visualized in vivo with 
super-resolution ultrasound imaging (SRI) [1]–[4]. However, 
there are few studies concerning pathological changes in the 
microvasculature detected by SRI. SRI is based on the nonlinear 

behavior of gas-filled microbubbles (MBs) injected into the 
bloodstream. By the use of a series of pulse transmissions, the 
echoes from individual MBs can be separated from the 
surrounding linearly-behaving tissue. The position of each MB 
centroid is accumulated over many frames. By processing a 
stack of frames, an image of the microvascular network is 
formed, and estimations of the MB velocity and direction can be 
made [1], [5]. The kidneys are highly vascular organs, and 
microvascular dysfunction decreases the kidney function 
considerably. Detection of modest changes in the structure or 
function of the renal microvasculature could improve 
diagnostics, treatment possibilities, and prognosis for patients 
with diseases such as ischemic kidney disease or diabetic 
nephropathy. Renal ischemia-reperfusion injuries are caused by 
a temporary loss of blood flow and can lead to acute kidney 
injury with a rapid loss of kidney function [6]. Ischemia-
reperfusion injuries are often used as models for acute kidney 
injury in rodents. The injuries are induced by placing a micro-
clamp on the renal artery, vein, or pedicle for 30-60 min with 
subsequent release and reperfusion. The renal vein clamp causes 
the severest tissue damage [7]. Is has been shown that the blood 
flow in the kidneys is reduced after ischemia with subsequent 
reperfusion [8]–[10]. 

 Using SRI, we aimed to visualize the renal microvasculature 
of two healthy male Sprague-Dawley rats and show subsequent 
pathological microvascular flow changes immediately after 
unilateral renal ischemia-reperfusion. 

II. MATERIALS AND METHODS 

A. Animal preparation  

We conducted the experiment on two healthy male Sprague-
Dawley rats (body weight 251 and 357g). The experiments were 
performed according to protocols approved by the Danish 
National Animal Experiments Inspectorate. The procedures 
were performed at the University of Copenhagen, and all local 
ethical standards were followed. The ethical policy of the 
university complies with that of the National Institutes of Health 
(NIH). All animals were housed in the animal facility at the 
University of Copenhagen (Department of Experimental 
Medicine), where trained animal caretakers were responsible for 
the animal welfare. Anesthesia was induced with 5% isoflurane. 
After tracheotomy, the animals were connected to a mechanical 
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ventilator with a respiration cycle of 72 respirations/min. A 
continuous infusion of Nimbex (cisatracurium, 0.85 mg/ml, 
GlaxoSmithKline) was given, and adequate anesthesia was 
maintained with 1-2% isoflurane. Polyethylene catheters (PE-
10) were used for jugular vein catheterization and subsequent 
infusion of MBs (SonoVue, Bracco), isotonic saline, and 
Nimbex. The arterial pressure was monitored with a 
polyethylene catheter (PE-50) in the left carotid artery. The 
animals were placed in the supine position on a heating pad, and 
the left kidney was exposed through laparotomy. The left side of 
the diaphragm was pulled slightly in the cranial direction with a 
metal retractor to further expose the kidney and reduce 
respiratory motion. The kidney was kept warm with heated 
isotonic saline in-between ultrasound scans. After the last scan, 
the rats were euthanized.  

B. Ultrasound scan procedure and SRI technique 

A costumized BK5000 scanner and a fixed X18L5s 
transducer (BK Medical ApS, Herlev, Denmark) were used to 
obtain data. The transducer was placed on the lateral surface of 
the left kidney, using ultrasound gel for coupling. The MBs 
were diluted in isotonic saline (1:10) and infused intravenously 
at 100 µl/min. The 10-min data recording started when the MBs 
appeared on the scanner display. To avoid floating of MBs in 

the syringe, a custom-built device turned the syringe 180° every 
60 sec. After a baseline SRI scan, Rat 1 had the renal vein 
clamped, and Rat 2 had the renal artery clamped using a 
nontraumatic micro-clamp. After 45 min, the clamp was 
removed and immediately afterward, a second SRI scan was 
done. The last SRI scan was performed 60 min after clamp 
release. Before each scan, the imaging plane was readjusted 
with reference to the baseline B-mode scan. As a consequence, 
the three imaging planes were not identical. Power Doppler 
ultrasound (PRF: 400 Hz, wall filter cutoff:  80 Hz) was 
acquired immediately after the first and third SRI scans for 
comparison. The MBs were insonified by interleaved B-mode 
and contrast-enhancing sequences (amplitude modulation) with 
line-per-line focused beam transmissions (frame rate: 54 Hz, 
center frequency: 6 MHz, mechanical index: 0.2). Envelope B-
mode data were used  to estimate lateral and axial motion 
relative to a reference frame by tissue speckle tracking [11]. 
Motion was compensated using the motion estimation to adjust 
the position of each MB back to its location on the reference 

frame. MB tracks were made by connecting the nearest MBs in 
consecutive images. The tracks were subsequently inserted in 
the high-resolution images to yield MB track density images, 
and the estimated MB velocities were used to create the super-
resolution velocity images. To estimate both cortical and 
medullary blood flow, while also accounting for regional 
differences in ischemic damage, the MB velocity estimations 
were calculated for MBs flowing toward the renal surface 
(primarily interlobular arteries) in three separate cortical 
regions of interest (ROIs) and MBs flowing toward the papilla 
(descending straight vessels) in three separate ROIs of the outer 
medulla. The MB velocity was estimated for all the tracks in the 
ROIs. Additionally, a perfusion index, Q, was calculated: 

 Perfusion index, Q = v̅ × A,   (1) 

where v̅ is the mean velocity for all the tracks in the ROI and A 
is the area of the ROI. 

C. Histopathology  

After euthanasia, the left kidney was removed and fixated in 
4% paraformaldehyde for documentation of the tissue damage. 
A sham kidney that had undergone three SRI scans but no 
ischemic injury was also removed and fixated. The kidneys were 
embedded in paraffin, cut into 4 µm slices, and stained using a 
standard hematoxylin and eosin (H&E) staining protocol. The 
images were analyzed by a trained and blinded anatomist. 

III. RESULTS 

A. The microvasculature of the healthy rat kidneys 

In the healthy kidneys, a mean of 106 MBs/frame (Rat 1) and 
59 MBs/frame (Rat 2) were detected (32,300 frames/scan). The 
track density images revealed the anatomical structure of the 
renal vasculature with a clear distinction between the dense 
cortical vascular network and the straight vessels (vasa recta) of 
the outer and inner medulla (Fig. 1-A). As shown by the color 
wheel in Fig. 1-B, the velocity maps revealed opposing flow 
directions in adjacent arteries and veins, allowing further 
discrimination between vessels that were not separable on the 
track density images. The mean MB velocities in the descending 
straight vessels of the outer medulla in the two rats were 
1.33±0.05 and 1.15±0.09 mm/sec, respectively. These velocities 
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were calculated only for vessels longer than 500 µm to increase 
the accuracy of the estimations.  

B. Microvascular changes after renal ischemia-reperfusion 

Changes in the renal microvasculature after ischemia-
reperfusion were visible and measurable with SRI. During the 
first 10 min of reperfusion after clamping of the renal vein, the 
entire kidney was poorly perfused with MBs compared with the 
baseline scan (mean of 55 MBs/frame vs. 106 MBs/frame at 
baseline) (Fig. 2-A1). This was especially evident in the 
medulla where almost no MBs were detected. The mean of the 
estimated MB velocity and perfusion index in the ROIs was also 
lower compared with baseline (perfusion index shown in Fig. 
2-A2). The results were similar, but subtler immediately after 
the artery clamping with some MB perfusion of the medullary 
vessels (Fig. 2-B1, mean of 29 MBs/frame vs. 59 MBs/frame at 
baseline). After 60 min of reperfusion, MBs refilled the entire 
renal vascular bed again (Fig. 2-A1 and -B1), with a mean of 89 
MBs/frame after vein clamping and 50 MBs/frame after artery 
clamping. The vasculature appeared more irregular on the track 
density images after clamping. After vein clamping, the mean 
of the estimated MB velocity and perfusion index increased 
again, but to a lower level than baseline. After artery clamping, 
the mean of the estimated MB velocity and perfusion index 
remained low. However, there were differences among the 
individual ROIs in the response to the injuries, as seen in Fig. 
2-A2 and -B2. The power Doppler ultrasound did not visualize 
the medullary blood flow. After 60 min of reperfusion, power 
Doppler showed a decreased cortical blood flow compared with 
baseline in both kidneys. The H&E stains showed signs of acute 
tubular necrosis in both specimens. Additionally, a large 
number of red blood cells were accumulated interstitially after 
vein clamping (Fig. 3). These changes were not present in the 
sham kidney.  

IV. DISCUSSION AND CONCLUSION  

In this small preclinical study, we investigated the ability of 
the presented SRI setup to visualize the microvasculature of two 
healthy rat kidneys. We found a detailed anatomical depiction of 
the renal vascular tree similar to descriptions from early 
anatomical studies [12] and nano-CT images of corrosion casts 
of mouse kidneys [13]. The mean MB velocities in the 
descending straight vessels are comparable to the 0.94±0.24 
mm/sec found by Foiret et al. [2]. The early effects of renal 
ischemia-reperfusion were also investigated: Immediately after 
vein clamp release, the SRI showed a more pronounced 
reduction in the refilling of the medullary vessels compared with 
the artery clamping. Visually and with B-mode ultrasound it was 
observed that the renal vein clamp caused subcapsular edema. 
Also, the H&E stains revealed a large amount of red blood cells 
clotted in the renal interstitial space. These findings are in 
accordance with a previous study that reported vein occlusion to 
inflict more tissue damage than artery occlusion [7]. The 
significant reduction in the refilling of the vessels is most likely 
due to compression, caused by the interstitial edema and 
accumulated red blood cells. Even though MBs returned to the 
renal vascular bed after 60 min of reperfusion, the MB velocity 
and perfusion index were lower compared with baseline; this is 
also in accordance with previous studies [8]–[10] and with our 
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power Doppler scans. Despite the differences in reperfusion 
immediately after clamp release and the differences between the 
H&E stains, a direct distinction between the 60 min SRI scans 
of the two rats could not be made. Also, the MB count differed 
between the two kidneys at baseline, making a direct comparison 
difficult. Nevertheless, this is—to our knowledge—the first time 
SRI has shown pathological changes in MB velocity in the small 
vessels of the outer renal medulla as well as the first time it has 
differentiated the reperfusion pattern after two types of 
ischemia-reperfusion.  

Our estimations of the mean MB velocity and perfusion 
index in the cortex and medulla are not comparable: The renal 
cortex receives approximately 90% of the total renal blood flow 
and has a dense and complex microvascular network. This 
makes microbubble tracking and MB velocity estimation 
difficult, which is exemplified in Fig. 2-C: There are fewer 
cortical tracks that represent interlobular arteries than expected. 
Generally, the interlobular veins seem easier to track. It could be 
because the veins are larger than the arteries and sometimes 
partly encircle the arteries, thereby hindering the tracking of the 
MBs in the arteries. The 2D image sections were not identical in 
the three consecutive scans. This is particularly apparent for Rat 
2 (Fig. 2-B1). The difference in the image sections poses a 
potential issue with the comparison of the consecutive scans: 
The differences in MB velocity and perfusion index between the 
ROIs may represent physiologically determined differences, but 
may also result from a direct comparison of anatomically 
unidentical regions. That issue can be eliminated with 3D SRI. 
3D SRI can also solve other limitations of 2D SRI: It will allow 
tracking of MBs that move in the elevation plane, eliminate the 
risk of missing essential information outside the image section, 
and allow scans from the skin surface. We scanned directly on 
the kidney surface to reduce respirational motion and the motion 
that occurs when neighboring bowels push the kidney out of 
plane; both of which are problematic for 2D motion correction.  
The data from this study will be used to further optimize the 
motion correction algorithm, hopefully making transcutaneous 
2D SRI scanning possible. Transcutaneous scanning would 
make SRI applicable for long-term studies, such as investigation 
of how or when the microvascular changes in diabetic 
nephropathy or the late stages of ischemia-reperfusion injuries 
occur [14], and how these correlate with the early changes in 
microvascular blood flow. If early changes could be used for 
prognostic evaluation of patients and allow timely treatment 
initiation, SRI could become a strong clinical tool.  

Plane-wave techniques are often used in SRI to obtain 
images at a very high framerate [1]–[4], [9]. We used focused 
beam transmission, because it is a well-established technology 
already available in commercial platforms. This could enable a 
faster transfer to the clinic. A disadvantage of focused beam 
transmission is the lower frame rate and longer acquisition time. 
Generally, time consumption is an often-emphasized limitation 
of SRI, but in order to generate super-resolution images of a 
complete microvascular network using MBs, the acquisition 
time has to be lengthy. The MBs follow the blood flow, which 
is slow in the capillaries, and a sufficient amount of MB 
detections is needed to create the images [15]. Also, compared 
with other imaging modalities such as MRI that is expensive and 
less accessible or CT that poses a radiation hazard, the time spent 

attaining ultrasound images of such high resolution should be 
acceptable when applied to the appropriate clinical settings.  

In conclusion, this small study indicates that our SRI setup 

can be used to evaluate not only different stages of ischemic 

kidney disease, but also other renal diseases, since the method 

depicts all areas of the renal microvasculature and can detect 

differences in reperfusion after two different ischemia-

reperfusion events. However, the experiments were performed 

using only two rats. A more extensive study will be conducted. 
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Abstract—Tracking plays an important role in super-resolution
(SR) ultrasound imaging, as it improves the quality and sharpness
of the final SR images. Moreover, tracking enables quantification
of clinically important parameters, such as blood flow velocity.
However, the tracking performance degrades in the presence of
complex particle patterns and localization uncertainty due to
noise and motion. This work presents and discusses multiple
approaches for tracking evaluation and compares a nearest-
neighbor (NN) with a Kalman tracker through simulations and
an in vivo experiment. It is shown that in the presence of a
localization uncertainty with a standard deviation (SD) of λ/5,
the bias and SD of the velocity estimates reach -1.04 ± 0.9
mm/s and -0.12 ± 0.72 mm/s in the NN and Kalman tracker,
respectively (relative to the peak velocity of 10 mm/s). The
precision of individual track positions is estimated for an in vivo
experiment as 37.95 ± 21.37 µm and 23.9 ± 11.82 µm for the NN
and Kalman trackers, respectively. The results indicate that the
Kalman tracker achieves a better velocity estimation and reduces
localization uncertainty.

I. INTRODUCTION

Ultrasound super-resolution imaging (SRI) has been studied

by various research groups over the last years [1]–[7]. The

approach employs detection and tracking of microbubble (MB)

contrast agents to visualize the micro-vasculature including

the capillary network. A detector estimates the centroids of

the MBs, and several factors including the non-linear imaging

scheme, the signal to noise ratio (SNR), complex and nonuni-

form MB concentrations, and various MB dynamics affect the

centroid estimation and tracking of the MB positions. The

centroid localization is uncertain, since the above mentioned

factors produce non-symmetrical, overlapped, dissimilar, and

shifted target spread functions for the various MBs during the

scan. These conditions are even worse for in vivo measure-

ments, as several other ultrasound artifacts, organ motion, and

uncontrolled MB concentrations depending on the 3D vessel

structure, affect the images.

The tracking methods aim to link the detected MBs from

frame to frame. The methods range from simple nearest-

neighbor (NN) [8] to multi-frame data structure and using

explicit motion models (e.g. Kalman filtering) [6], [9]–[11].

This work investigates several performance metrics for

tracking evaluation. A NN and a Kalman tracker are compared

through both simulations with known ground-truth and in an

in vivo experiment with unknown ground-truth. Finally, a new

tracking strategy that will likely address tracking difficulties

in a wide range of scenarios is suggested.

II. METHODS

A. Simulation

The simulations were made by generating MB positions,

each with uniformly random lifetime and known ground-

truth, moving with different velocities across an X-shaped

phantom. A random localization error was added to each

MB position. The various parameters of the phantom are

listed in Table I. The ground-truth tracks with different MB

density and trajectories of MBs with localization uncertainty

are shown in Fig. 1. These simulations provided a wide range

of scenarios, including various MB concentrations, velocities,

and localization uncertainties.

TABLE I: Parameters used in the in-silicon X-phantom

Parameters Value

Tube length 10 mm
Tube radius 250 µm & 125 µm

Peak velocity 10 mm/s & 5 mm/s
Velocity profile Parabolic
Angle between tubes 60◦

Point Spread Function (PSF) Unsymmetrical Gaussian
Axial / Lateral FWHM 0.7λ / 1.5λ

Number of MBs per frame Very low: 2 ± 2
(

mean ± standard deviation (SD)
)

Low: 8 ± 4
Medium: 28 ± 13

High: 49 ± 20

Uncertainty in localization Very low: λ/20
(SD of localization error) Low: λ/10

Medium: λ/5
High: λ/2

B. In vivo measurement

The in vivo measurement was conducted using a modified

BK5000 scanner, and an X18L5s transducer (BK Medical,
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1: Ground-truth tracks of various MB density scenarios for a (a) very low (b) low (c) medium or (d) high concentration. The tracks of uncertain MB
positions with standard deviation of (e) λ/20 (f) λ/10 (g) λ/5 and (h) λ/2 for a low-density scenario are shown in the bottom row. The green dash lines
show the wall of the tubes.

Herlev, Denmark) was used to record 10 minutes of contrast-

enhanced and B-mode frames from a rat kidney with a frame

rate of 53.85 Hz. A pulse amplitude modulation sequence was

used for imaging with a transmit frequency of 6 MHz (λ =

256 µm). The transmit voltage was low with a corresponding

mechanical index (MI) of 0.2 to prevent bursting of the MBs.

The MBs (SonoVue, Bracco, Milan, Italy) were injected with

a flow-rate of 100 µl/min after a 1:10 dilution.

C. Tracking algorithms

In the NN tracker, the estimated MB positions in the next

frame are linked to the MB positions in the current frame

based on their minimum distance. Though NN is simple

and fast, simple linking of MB positions generates false and

flexuous tracks when the localization is uncertain. Consid-

ering the MB’s smooth movement, more robust tracking is

possible via Kalman filtering. This simple movement con-

sideration can be modeled as ~r(t) =~r(t − 1) + d~r(t) +~ε(t),
where ~r(t) = (rz(t),rx(t)) is the position of MB at time t,

d~r(t) = (drz(t),drx(t)) is the displacement of the MB and

ε(t) is the uncertainty in the displacement. This model can

be formulated within the Kalman framework as:
{

x̄(t) = Fx(t−1)+ ε(t)

z̄(t) = Hx̄(t)+ν(t),
(1)

where x(t) = [~r(t),d~r(t)]T = [rz(t),rx(t),drz(t),drx(t)]
T , x̄(t)

is the prediction of MB position in the next frame, z̄(t) is the

estimated uncertain position,

F =









1 0 1 0

0 1 0 1

0 0 1 0

0 0 0 1









, H =

[

1 0 0 0

0 1 0 0

]

,

ε(t)∼N (0,σ2
ε ), and ν(t)∼N (0,σ2

ν ).
In this study, the maximum linking distance was 500 µm,

and the initial conditions of the Kalman filter were σε = 1 mm

and σν = 100 µm. After tracking, the velocity of the MBs was

estimated by calculating the time derivative of track positions.

D. Evaluation

The first group of performance metrics, proposed in [12],

was based on an assignment problem. To evaluate tracking

performance using this approach, estimated tracks were paired

with ground-truth tracks based on their minimum distance

using Hungarian algorithm [13]. Hungarian algorithm provides

fast optimal assignment of the two sets. The gate size is

equal to λ , meaning that any tracks outside this gate range

were considered as false positive (FP), tracks within the gate

range were assumed as true positive (TP) or false negative

(FN), if they are paired or unpaired to the ground-truth.

The Jaccard Similarity Coefficient (JSC) is defined as JSC =

TP/(TP+FP+FN), which determines the similarity of the set of

estimated tracks and set of ground-truth tracks. The root-mean-

square error (RMSE) of velocity estimates was calculated for

each paired track (TP), and the number of unpaired (spurious)

tracks was also counted as an extra performance metric. For

the paired tracks, JSC of track positions and RMSE of the

estimated positions can also be calculated to provide metrics

at the position level.

The second performance metric was calculated by consid-

ering the known velocity profile of flow in the tubes as a

ground-truth. In this approach bias and standard deviation of

velocity profiles over different cross sections of the tubes were

calculated.

The localization uncertainty in the in vivo data, used as the

last performance metric, was estimated by RMSE of a fitted

piece-wise least-square line to the MB positions.

III. RESULTS

The super-resolution (SR) images shown in Fig. 2 indicate

that the Kalman filter has more smooth tracks in this scenario.

All of the assignment-based performance metrics for various

density and uncertainty scenarios at the track and position

levels are listed in Table II and Table III (the green labels

show a better performance). At the position level, the Kalman

filter outperformed the NN almost in all scenarios. Notice that

the RMSE of the track positions are relevant to the localization
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TABLE II: Performance Metrics at Track Level (Color scheme: green −→ higher performance, yellow −→ roughly the same).

Unertainty in Localization

SD = λ /20 = 12.83 µm SD = λ /10 = 25.67 µm SD = λ /5 = 51.33 µm SD = λ /2 = 128.34 µmMB Density Tracker
JSC Spurious RMSE JSC Spurious RMSE JSC Spurious RMSE JSC Spurious RMSE

NN 0.731 14 0.01 0.731 14 0.01 0.731 14 0.05 0.132 250 0.33
Very low

Kalman 1 0 0 1 0 0 1 0 0.03 0.528 34 0.01
NN 0.961 13 3.19 0.953 16 0.01 0.835 64 3.22 0.148 1868 0.34

Low
Kalman 0.934 23 0.03 0.923 27 0 0.91 32 0.01 0.416 454 0.03

NN 0.892 104 0 0.839 165 0.02 0.642 478 0.9 0.104 7437 0.17
Medium

Kalman 0.534 435 0.01 0.632 500 0.02 0.595 585 0.04 0.236 2194 0.19
NN 0.717 672 0.06 0.634 983 1.02 0.435 2209 0.3 0.095 16226 1.1

High
Kalman 0.446 2079 0.04 0.418 2376 0.04 0.388 2681 0.01 0.215 6209 0.9

TABLE III: Performance Metrics at Position Level (Color scheme: green −→ higher performance, yellow −→ roughly the same).

Unertainty in Localization
SD = λ /20 SD = λ /10 SD = λ /5 SD = λ /2MB Density Tracker

JSC RMSE JSC RMSE JSC RMSE JSC RMSE

NN 0.639 15.02 0.639 29.49 0.576 52.27 0.127 135.23
Very low

Kalman 1 11.99 1 20.34 0.937 37.63 0.584 88.92
NN 0.754 14.3 0.672 25.12 0.557 38.86 0.154 115.25

Low
Kalman 0.92 13.96 0.836 22.18 0.788 36.61 0.463 76.55

NN 0.511 15.54 0.432 15.58 0.354 29.21 0.094 112.72
Medium

Kalman 0.534 13.21 0.493 19.95 0.421 31.83 0.236 77.48
NN 0.446 16.52 0.36 22.62 0.266 40.09 0.078 111.92

High
Kalman 0.432 15.98 0.38 22.92 0.319 38.99 0.189 79.75

(a) (b)

Fig. 2: A comparison between (a) NN tracker, and (b) Kalman tracker for
low-density scenario and uncertainty of λ/5 in the localization.

uncertainty. This will be used later to estimate the uncertainty

of localization from the in vivo measurements. At track level,

NN achieved a better rank in JSC, and the number of spurious

tracks was lower in several scenarios. However, the velocity

estimates of paired tracks were more accurate when a Kalman

filter was employed. This diverse behavior of trackers through

different scenarios is discussed in Section IV. It can be seen

that in some scenarios the Kalman filter can reduce the number

of spurious tracks by more than 67%.

To avoid the ambiguities in an assignment problem, the

estimated velocity profiles over 14 cross-sections of the larger

vessel in the final SR image are illustrated in Fig. 3. The

velocity estimates and the resolution were improved by the

Kalman filter. This shows the superiority of the Kalman over

NN in a scenario with high MB concentration and uncertainty

in the localization.

While there is no ground-truth for the in vivo measurement,

less flexuous tracks are expected for more accurate localization

or robust trackers. To measure the precision of the tracks

positions, a piece-wise least-square line was fitted to MB

positions tracked for more than 5 frames. Table IV lists the

mean and SD of the localization error relative to the fitted

line after NN and Kalman tracking. It shows that the Kalman

filter has reduced the localization uncertainty. Fig. 4 shows SR

images produced by the two trackers for 90 seconds of the in
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Ground-truth

Nearest-Neighbor

(Bias/SD: -1.04 ± 0.90 mm/s)
Kalman

(Bias/SD: -0.12 ± 0.72 mm/s)

Fig. 3: Velocity estimation statistics over 14 cross-sections of the large vessel
for medium density scenario with localization uncertainty of λ/5. The NN
estimates had a bias and standard deviation of -1.04 ± 0.9 mm/s, while these
values for the Kalman estimates were reduced to -0.12 ± 0.72 mm/s.

1 mm

Nearest-Neighbor Kalman

Fig. 4: Super-resolution images of renal inner medulla created using the NN
(left) and Kalman (right) trackers. The NN generated a lot of spurious and
flexous tracks. However, the Kalman tracker reduced these uncertainties. The
structure is clearly distinguishable in the right image, as it is resolved down
to 25.6 µm for almost every position.

vivo data. It is clear that the Kalman tracker outperforms the

NN tracker.

Finally, velocity SR images of the entire kidney, shown in

Fig. 5, demonstrate the difference between two trackers in

terms of less spurious and less uncertain tracks.
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TABLE IV: Tracking performance on localization uncertainty

Tracker Precision of individual track positions

NN 37.95 ± 21.37 µm

Kalman 23.9 ± 11.82 µm

2 mm

Kalman

2 mm

Nearest-Neighbour

2 mm

Fig. 5: Velocity SR images of the kidney show renal vascular tree with
opposite flows (arteries and veins). The color wheel on top-right corner shows
the flow direction of the color-coded tracks.

IV. DISCUSSION

Considering only the JSC and the number of spurious

tracks, NN performed better than Kalman in some scenarios.

Two key factors explain this behavior of the Kalman tracker.

Firstly, based on the definition of optimal assignment, a unique

estimated track must be assigned to a ground-truth track.

A tracker might estimate a long track with multiple small

tracks. In this case, while tracks are correct, the number of

spurious tracks will increase, and JSC will decrease. Therefore,

these two metrics cannot determine the overall performance

of the tracker in all scenarios. Secondly, a single Kalman

filter with specific initial conditions is employed for tracking

in all scenarios. A Kalman filter might not reach a fair

estimate within a short lifetime of these MBs. The question

that may arise here is why we do not optimize the tracker

for each specific scenario? The reason is that in an in vivo

measurement, the tracker has to deal with a wide range of

scenarios, as the MBs have uncontrolled concentrations as well

as different velocities and flow dynamics when entering the

blood stream. All of these scenarios are usually difficult to

track with a simple tracking strategy. One solution would be

tracking with a hierarchical structure. For example, a Kalman

filter with a strict initial condition can apply to track slow

flows. Then, the untracked MBs and the track positions with

an overestimated velocity can be passed to another Kalman

filter optimized to track faster MBs. This can be continued in

a hierarchical structure to cover all range of scenarios [14].

V. CONCLUSION

Several performance metrics for the tracking algorithms in

SRI were investigated. It was shown that in the presence of

a high localization uncertainty, the Kalman tracker reached a

better velocity estimate bias and SD of -0.12 ± 0.72 mm/s

compared to -1.04 ± 0.9 mm/s in the NN relative to a peak

velocity of 10 mm/s. The Kalman tracker reduced the precision

of individual track positions in an in vivo experiment to

37.95 ± 21.37 µm and 23.9 ± 11.82 µm for the NN and

Kalman trackers. Overall, the Kalman tracker was superior,

as it estimated velocity with a higher precision and reduced

localization uncertainty.
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Abstract—Super-resolution Ultrasound imaging (SRI) can 

visualize and quantify changes in the microvasculature. Metabolic 

syndrome is associated with hypertension and hyperlipidemia that 

affects different organs, including the kidneys. Ex vivo studies 

have shown glomerular injury in Obese Zucker rats (OZR) over 

time. If in vivo SRI can diagnose renal disease earlier than 

currently possible, treatment can be initiated in time to postpone 

the onset of renal complications in persons with metabolic 

syndrome. The overall aim of this study was to investigate whether 

SRI can detect early microvascular changes in the kidneys of rats 

with metabolic syndrome. The rats presented in this work were 

scanned at an early age to get a baseline scan prior to further 

studies. An 11-week-old OZR and a healthy age-matched Zucker 

rat were investigated. During open surgery, the left kidney was 

scanned for 10 min using a modified BK5000 scanner (BK 

Medical, Denmark) and a fixated X18L5s transducer. SonoVue 

(Bracco, Italy) was injected intravenously (1:10 dilution). Contrast 

images were obtained using a pulse amplitude modulation 

sequence and interleaved B-mode images were obtained for tissue 

motion correction (focused beam transmission, 6 MHz, 50 Hz, MI: 

0.2). An in-house tool was used to track microbubble (MB) 

movements between frames to estimate the MB velocities 

measured in a large region of the cortex and the outer medulla. 

Both the cortex and the medulla were well-perfused with MBs, and 

no morphological differences in the microvasculature were found 

between the two rats. The thickness of the cortex and the medulla 

was almost identical; cortex 1.8 mm, medulla 8 mm, craniocaudal 

length 2.0 vs. 1.9 cm (healthy vs. OZR). The same was true 

regarding the MB velocities (median (IQR; difference between 

upper and lower quartiles = Q3 – Q1) in mm/s) for healthy vs. 

OZR; cortex 0.75 (3.51) vs. 0.65 (2.64) and medulla 0.75 (0.32) vs. 

0.62 (0.30). This is the first time SRI has been used on the kidneys 

of rats with metabolic syndrome. The results will be used as the 

foundation for further investigations of the renal microvascular 

changes, which occur in the course of metabolic syndrome. 

 

Keywords—Obese Zucker rat, metabolic syndrome, chronic 

kidney disease 

I. INTRODUCTION 

Ultrasound super-resolution imaging (SRI) enables in vivo 
visualization of the microvasculature. Studies have proven the 
ability to perform in vivo SRI in different animals, but the 
literature on pathological microvascular changes is still sparse 

[1]–[6]. SRI uses gas-filled microbubbles (MBs) as 
intravascular tracers. Over a series of thousands of successive 
image frames, the location of each individual MB is detected, 

and by accumulating all the MB positions, a single image of the 
microvascular network is created [1], [2]. Furthermore, by 
tracking the MBs in time across the image frames, estimations 
of MB velocity and direction are feasible. 

Obese Zucker Rats (OZR) have a mutation in the leptin 
receptor gene which results in obesity, hyperinsulinemia and 
poorly regulated blood glucose causing hyperlipidemia and 
glomerulosclerosis at an early age. The rat-model can develop 
albuminuria as also seen in correlation with diabetes mellitus 
(DM). [7], [8]. DM is associated with microvascular disease in 
several organs including the kidneys. Microalbuminuria 
(excretion of 30-300 mg/24 hours of albumin in the urine) is the 
earliest measurable stage of microvascular kidney disease in 
DM. Macroalbuminuria is related to diabetic nephropathy (DN), 
and defined by urinary albumin excretion >300 mg/24 hours. 
DN is one of the main causes of end-stage renal failure and 
results in a poor prognosis for the patients and high medical 
costs [9]. Therefore, SRI of the kidneys of persons with 
metabolic syndrome and DM has a big potential. With current 
clinical measures and laboratory tests it is not possible to predict 
DN until the disease is manifest. 

By the use of SRI, we aimed to confirm that there are no 
morphological and flow-wise differences in the renal 
microvasculature between a 11-week-old OZR and an age-
matched lean rat. The results will serve as baseline prior to 
scanning of older rats with metabolic syndrome.  

II. MATERIALS AND METHODS 

A. Animals 

The experiment was conducted on one 11-week-old OZR 
and one healthy age-matched Zucker rat (396 and 308g). The 
experiment was executed according to protocols approved by 
the Danish National Animal Experiments Inspectorate. The 
procedures were performed at the University of Copenhagen, 
and all local ethical standards were respected. The ethical policy 
of the university is consistent with that of the National Institutes 
of Health (NIH). The rats were obtained at 9 weeks, fed standard 
laboratory chow ad libitum, allowed free access to water and 
housed in an animal facility at the University of Copenhagen, 
Department of Experimental Medicine, under the responsibility 

978-1-7281-5448-0/20/$31.00 ©2020 IEEE
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of trained animal caretakers. Prior to the scans the rats were 
anesthetized with 5% isoflurane and placed on a heating table to 
maintain normal body temperature (37°C). The blood pressure 
was measured continuously by a catheter in the carotid artery. 
After initial anesthesia a final isoflurane concentration of 1-2% 
through a tracheostomy was maintained. The rat’s ventilation 
was controlled by a mechanical ventilator with a respiration 
cycle of 72 respirations/min. After laparotomy and to further 
expose the left kidney and reduce the respiratory motion, a metal 
retractor under the left diaphragm pulling slightly cranially was 
established. Prior to every scan the rat was infused with Nimbex 
(cisatracurium, 0.85 mg/ml, GlaxoSmithKline). Before the scan, 
blood and urine samples were collected. After the scans the rats 
were euthanized in anesthesia. 

B. Ultrasound scan procedure and SRI technique 

The left kidney was scanned using a modified BK5000 
scanner and a fixated X18L5s transducer (BK Medical Aps, 
Herlev, Denmark). Sonovue (Bracco, Milan, Italy) was used as 

contrast. The contrast was diluted in isotonic saline (1:10) and 
injected through a jugular vein catheter. Each SRI scan lasted 10 
minutes [10]. Contrast images were obtained using a pulse 
amplitude modulation sequence and interleaved B-mode images 
were obtained for tissue motion correction (line-per-line focused 
beam transmission; center frequency for transmission: 6 MHz, 
frame rate: 50 Hz, mechanical index: 0.2). The tissue motion 
correction was applied before the tracking of the MBs [11]. The 
MB tracks were made with the use of a Hierarchical-Kalman 
tracker [12]. In order to estimate MB velocity in a region of the 
cortex and a region of the outer medulla, respectively, the 
images were filtered using an in-house tool. The track images 
were filtered according to flow direction (cortex; flow toward 
the renal surface, medulla; flow toward the renal papilla) and a 
maximum velocity of 15 mm/second.  

C. Blood samples 

Blood glucose was measured to determine if the rat had 
developed DM. Blood glucose was measured prior to the 

 

Fig.1 These images are filtered by inclusion of every track with a max velocity of 15 (mm/sec). Hierarchical-Kalman tracker and motion compensation is applied.  

A: Microbubble velocity image of an 11-week-old lean Zucker rat, showing the microbubble flow directions according to the color wheel in the top right corner.  

B: Microbubble velocity image of an 11-week-old obese Zucker rat. 

C: Intensity image of an 11-week-old lean Zucker rat. 

D: Intensity image of an 11-week-old obese Zucker rat. 
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laparotomy to avoid surgical induced stress and thereby give a 
wrongly high result.  

D. Histology 

The left kidney was removed after euthanasia to document 
any possible tissue damage by staining. The kidneys were stored 
in 4% paraformaldehyde and stained by Sirius Red staining. The 
images were evaluated by an experienced anatomist, blinded to 
the samples. 

III. RESULTS 

A. The microvasculature of the rats 

The thickness of the cortex and the medulla was identical in 
the two rat models, 1.8 mm and 8 mm, respectively. The 
craniocaudal length of the kidneys likewise; 2.0 cm and 1.9 cm 
(healthy versus OZR). No difference was found in the MB 
velocities (median (IQR; difference between upper and lower 
quartiles = Q3 – Q1)) in mm/s) for healthy vs. OZR. Cortex 0.75 
(3.51) vs. 0.65 (2.64) and medulla 0.75 (0.32) versus 0.62 (0.30). 
(Fig.1) 

The Sirius Red stained tissue (Fig 2) showed normal 
glomeruli in both animals. 

B. Clinical parameters 

Mean arterial blood pressure during the scan for the healthy 

Zucker rat was 63 mmHg compared with 95 mmHg for the 

OZR. Blood glucose prior to the scan was 8.3 mmol/L for the 

healthy and 9 mmol/L for the OZR (<11 mmol/L is normal 

blood glucose when not fasting). 

IV. DISCUSSION 

The histology results supported our SRI exams. No 
morphological differences, including absence of 
glomerulosclerosis, between the two rats were found. This is the 
first time the renal microvasculature on a rat with metabolic 
syndrome has been visualized by the use of SRI. Others have 
studied ischemia on rats with SRI and visualized the renal 
microvasculature after acute kidney injury [3]. 

The intention with this study is to move further with SRI by 
scanning the kidneys of rats with metabolic syndrome at a later 
stage and to characterize the microvascular damage caused by 
this disease. Studies have found an increase in the microvascular 
density of OZRs at week 32 of age [13]. It is challenging to 

quantify the structural changes that occur in the renal 
microvasculature. The image quality is affected by e.g. 
uncertainty in tissue and out-of-plane motion, MB localization 
and scan plane. Also, the SR tracks represent many different 
vessel types at the same time. Specific areas of the 
microvasculature may be of particular interest, depending on the 
clinical question. We expect the earliest changes in the renal 
microvasculature of rats with metabolic syndrome to occur in 
the capillaries (glomeruli and peritubular capillary network) of 
the renal cortex. Therefore, filtration of the tracks is needed to 
achieve our goal. The tracks can be filtered by length of tracks, 
minimum and maximum velocity, life time of the individual 
MBs and track direction. The cortical capillaries have very slow 
velocities and are very tortuous which makes them look short on 
2D. However, careful evaluation of the efforts of different 
filtrations is needed to avoid incorrect analyses and conclusions. 
Eventually, quantification will make it possible to look at 
differences in micro vessel density, branching, and tortuosity of 
the renal vessels as reported in the literature [6], [14]. Others 
have detected changes in the micro vessel density of rats with 
diabetes by looking at micro-CT ex vivo [15].  

The overall aim is to scan patients from the skin to detect DN 
earlier than with current measures, to start treatment and to 
monitor the disease bedside. To investigate this a longitudinal 
study with rats scanned from the skin and given a reno-
protective drug should be performed, to see if the changes in the 
renal microvasculature is reversible. 

To translate this method into clinical use, several limitations 
needs to be addressed. Only two rats were included in the study 
and they were scanned intraabdominally. Prior to the scan of 
humans, the quality of the scans needs to be improved to make 
it possible to scan people with diabetes from the skin. Currently, 
with the scan-time of 10 minutes it would be a challenge to have 
the patient lying still for that long. Ideally, the scan-time should 
be reduced to a maximum of 2-3 minutes. Also, the data is 
reported off-line. Hypothetically, if one wants to inform the 
patient in the room when scanned, the data needs to be reported 
online to do the processing of the data promptly and get the 
result while still in the consultation room. Another limitation is 
that the rats are infused with contrast continuously to visualize 
the renal microvasculature. It would be favorable to avoid this, 
since it is invasive and a risk for the patients. The contrast is 
approved to be used as a bolus of a frequency of 2 and not as an 
infusion as used currently on the rats. For future studies, blood 
and urinary parameters need to be measured to evaluate the 
kidney function. Additionally, a Jones Silver staining of the 
tissue should be performed, since this staining provides a more 
detailed view on glomerulosclerosis.  

Conclusively, we confirm, that the OZR is still too young to 
observe any vascular changes related to metabolic syndrome, 
and we can use rats at this young age as baseline for our future 
studies when scanning older rats. 
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Fig 2  

A: Histology image of kidney tissue stained with Sirius Red from an 11-week-
old healthy Zucker rat showing a normal glomerulus with no 
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Abstract—Velocity is one of the clinically interesting param-
eters. A number of studies have shown the ability of super-
resolution (SR) ultrasound imaging to visualize this parameter
using velocity maps. However, manual separation of the velocity
estimates for arteries from veins can be quite demanding. This
study used the anatomical knowledge of rat kidneys for automatic
classification of arterial and venous blood velocities in SR images
and measured their variations in the medullary regions of four
healthy Sprague-Dawley rat kidneys. The measurements were
conducted using a modified bk5000 scanner (BK Medical, Herlev,
Denmark) and a BK 9009 linear array probe with a pulse
amplitude modulation scheme. Ten minutes of acquired B-mode
and contrast images with frame-rate of 54 Hz were processed
using a SR processing pipeline. The micro-bubble trajectories
were filtered using coarse anatomy labels for classification of
arterial and venous flow. The velocity estimates of separated
arterioles and venules of the outer medulla showed separation of
data in all rats. A Wilcoxon test showed that this difference was
statistically significant (p=0.002). Considering the sample size for
this study, the t-distributions predicted that the median velocity
in the OM arterioles and venules were in the range of 0.84 ±
0.09 mm/s and 0.70 ± 0.07 mm/s with 95% confidence. The
result showed how the blood flow in outer medulla arterioles and
venules of rat kidneys can be automatically distinguished using
the known anatomical information about the renal vasculature.

I. INTRODUCTION

Ultrasound is well known for its ability for non-invasive

flow imaging. Several ultrasound imaging techniques have

been used for this purpose. These methods range from color

Doppler [1], power Doppler [2], vector flow imaging [3],

[4] to contrast-enhanced ultrasound (CEUS) [5], and super-

resolution ultrasound imaging (SRI) [6]–[9]. The latter tech-

nique enables the visualization of flow in the microvasculature.

One of the biggest challenges in super-resolution (SR) ultra-

sound imaging is valid quantification of the huge amount of

data within the in vivo SR images. In conventional ultrasound

imaging, vessels or regions-of-interest are usually selected

manually by an operator for morphological or dynamic quan-

tification. However, the abundance of vessels in SRI makes

the manual labeling or identification of arteries and veins

quite demanding. In this study, we hypothesized that the

prior knowledge about the anatomy of the kidney can be

used for automatic classification of arteries and veins. The

hypothesis was evaluated by statistics of velocity estimations

for separating arteries and veins in the medullary regions of

four healthy rat kidneys.

II. METHODS

Four rat kidneys were scanned during laparotomy using

a modified BK5000 scanner and X18L5s transducer (center-

frequency = 6 MHz, mechanical index: 0.2, frame-rate: 54

fps). The in vivo kidney data were collected previously for

a pilot clinical study [10] and contained 10-minute of B-

mode and contrast images for each kidney. The motion-field

was estimated locally using the B-mode images [11], [12],

for patches of 3×3 mm with an 80% overlap. The estimated

motion-field was applied to the MB positions detected in the

contrast images to compensate for the tissue motion of the rat.

The corrected MB positions were then tracked using a series

of Kalman filters with different initial conditions to estimate

tracks and velocity information [13]. The outer medulla region

of the rat kidneys, as well as the arterial flow directions

in these regions, were manually labeled. Fig. 1 shows an

example of this labeling on the SR velocity map of a kidney,

in which the red region is the outer medulla of the kidney, and

the yellow arrows indicate the arterial flow directions in this

region. A filtration of the track locations and flow directions

automatically classified tracks to form separated arterial and

venous velocity maps with opposite flow directions. The track

filter excluded MBs that were out of the labeled regions or

had more than a 45-degree deviation from the artery or vein

flow direction. The median of the velocity estimates for the

separated arterioles and venules of the outer medulla for 4 rats

were compared using a Wilcoxon signed rank test. Assuming

that the estimated parameter for 4 regions has a t-distribution,

the confidence intervals of the median velocity in the separated

arterioles and venules were also calculated and compared with

each other.
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Fig. 1: Anatomical labeling of the kidney: Red region is the outer medulla,
and the yellow arrows indicate the arterial flow direction. The color wheel
on top right corner shows the flow direction for the different colors in the
velocity map (background image). The scale bar is a wavelength (λ ).

(a) Arteriole tracks (b) Venules tracks

(c) Fusion of the two classes

Fig. 2: Classified tracks of the outer medulla into groups of arterioles and
venules

III. RESULTS AND DISCUSSION

The tracks after classification are shown in Fig. 2. The red

tracks are for descending flow direction, showing the descend-

ing vasa recta. The blue tracks are showing the trajectories of

MBs with opposite flow directions and depict the ascending

vasa recta. Many of the MBs will be disrupted, when they

are exposed to the ultrasound for a longer time. This could

be explain the abundance of MBs and their trajectories in the

descending vasa recta (Fig 2.a) compared with ascending ones

(Fig. 2.b).

A moving average over the instantaneous blood velocity of

the two groups of tracks is shown in Fig. 3, demonstrating

(a) Rat 1 (b) Rat 2

(c) Rat 3 (d) Rat 4

Fig. 3: The moving average blood velocity in the arterioles (red) and venules
(blue) of the outer medulla in 4 healthy kidneys. The moving average window
size is 1 minute. In all the cases, a lower velocity in the venules were observed.

Fig. 4: Velocity distribution in the outer medulla (OM)

that the velocity of blood in the arterioles of the outer

medulla was higher compared with the blood velocity in the

venules. This result was consistent among all 4 rats and the

Wilcoxon signed ranked test on the median velocity in the

two groups of arterioles and venules of the 4 rats showed

that the difference of the velocity estimates for the classified

tracks were statistically significant (p = 0.002). This is also

immediately perceivable from box plots shown in Fig. 4. The

95% confidence interval of median velocity in arterioles and

venules of the outer medulla for the 4 rats were in the range

of 0.84 ± 0.09 mm/s and 0.70 ± 0.07 mm/s, respectively.

IV. CONCLUSION

This paper presented a method for classification of arteries

and veins based on track filtration and a priori anatomical

information. The method showed that the median of estimated

velocities in the classified group of tracks was statistically

significantly different. In all 4 cases, the median velocity in

the arterioles of the outer medulla were consistently higher

than the median velocity its venules.
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ABSTRACT

Microbubble (MB) tracking is an integral part of super-resolution ultrasound imaging by providing sharper
images and enabling velocity estimation. Tracking the MBs from the last to the first frame can generate different
trajectories than tracking from the first to the last frame, when the next positions of a track depends on its
previous positions, e.g., in Kalman-based methods. Our hypothesis is that tracking in a forward-backward
manner can increase the overall tracking performance. In simulations, MB positions with a parabolic flow profile
were generated inside two tubes. Three different tracking methods, including nearest-neighbor, Kalman, and
hierarchical Kalman, were investigated. Using the proposed forward-backward strategy, all estimated velocity
profiles for all trackers were improved and were closer to the actual velocity profiles with an improvement between
28% to 40% in the relative standard deviation (RSD) of the velocity values over 10 cross-sections of the tubes. A
Sprague Dawley rat kidney was scanned for 10 minutes using a BK5000 scanner and X18L5s transducer, which
is a linear array probe with 150 elements. The tracking results from the in vivo experiments showed that the
combined image of the forward and backward tracks had 35% additional unique track positions. It showed a
clear visual enhancement in the super-resolved velocity map. Overall, the improvement in visual aspects and
velocity estimates suggest forward-backward strategy as an upgrade for Kalman-based trackers.

Keywords: Particle tracking, Super-resolution imaging, velocity estimation, ultrasound microscopy

1. INTRODUCTION

Super-resolution ultrasound imaging (SRI) has been introduced in recent years by a number of research groups.1–5

The approach draws trajectories of microbubble (MB) contrast agents to visualize the microvasculature. Since
conventional ultrasound is limited to the macrovasculature, SRI opens a new window of possibilities for identi-
fication of early changes in small vessel morphology and its flow dynamics. Tracking of MBs is an integral part
of ultrasound SRI, as it improves the quality of the super-resolution (SR) images. Tracking also enables the
estimation of blood flow speed and direction. However, tracking performance degrades in the presence of high
MB concentrations and high localization uncertainty. Various particle tracking methods for optical microscopy,
ranging from simple nearest-neighbor (NN) to more advanced techniques, have been objectively compared using
different scenarios for tracking, and it was shown that tracking based on the Kalman (K) filtering was among the
best methods in most of these scenarios.6 However, none of the methods performed best across all scenarios.6

Many of the particle tracking methods have potential for use in SRI, which is inspired by optical microscopy.
The first tracking methods used for in vivo SRI were very simple, and included a basic maximum intensity
cross-correlation within a small search window and an NN tracker.2,3 These studies revealed great potential for
estimating MB velocities in closely packed vessels. In 2016, a modified Markov chain Monte Carlo data associ-
ation was used for detection and tracking of MBs.4 In 2017, a partial assignment tracking based on a bipartite
graph was proposed,7 which improved image quality in comparison with the optimal total distance assignment.8

The Kalman-based trackers were employed in ultrasound SRI in 2019 and 2020.9,10 Finally, an improvement
for the K tracker by hierarchical Kalman (HK) tracking of MBs with different velocities was proposed, and its
performance was compared with the NN and K trackers.11,12

Further author information: (Send correspondence to Iman Taghavi)
I.T.: E-mail: imat@dtu.dk



Figure 1: Block diagram for tracking MBs in a forward-backward manner

This paper investigates further improvements of the tracking performance when using backward tracks in
the conventional tracking strategies. The three trackers (NN, K, and HK) were compered in both forward and
forward-backward fashion through in vivo experiments and simulations.

2. METHOD

2.1 Tracking algorithm

The block diagram for tracking MBs in a forward-backward manner is shown in Fig. 1. The MB positions were
tracked conventionally from the first to the last frame, forming the forward tracks. Next, the frames were reversed
and MB positions were tracked from the last to the first frame, forming the backward tracks. The direction of
tracked MBs in the backward tracks was reversed, and then inserted into an image together with the forward
tracks, forming forward-backward tracks. Tracking was performed using the NN, K, and HK trackers. The
following is an explanation of the general and simple Kalman model used for MB tracking. Kalman filters require
certain models of the physics of the system. Simple models of blood flow suggest MBs follow the bloodstream
and cannot jump into random directions. This can be modeled linearly as ~r(n) = ~r(n− 1) + d~r(n) + ǫ(n) where
~r(n) = (rz(n), rx(n)) is the correct MB location at frame index n, d~r(n) = (drz(n), drx(n)) is the displacement
vector of the MB from frame index n − 1 to n, and ǫ(n) is the error term for this model. According to this
formulation, the new position of a MB is determined by the its previous position, in addition to its displacement
and an error. MB positions are assumed to be accurate and precise in order to form the Kalman filter prediction
state in the above equation. Observations and measurements, however, are always subject to some noise and
uncertainty. This measurements can be formulated as ~r(n) + ν(n), where ν(n) is a random noise signal. In the
Kalman framework, the above predictions and observations can be written as follows:

{

Prediction State: ~a(n) = F~a(n− 1) + ǫ(n)

Observation State: ~b(n) = H~a(n) + ν(n),
(1)

where ~a(n) = [~r(n), d~r(n)]T = [rz(n), rx(n), drz(n), drx(n)]
T , ~b(n) is the uncertain position, ǫ(n) ∼ N (0, σ2

ǫ ) is
the error for the flow model, where N (0, σ2

ǫ ) is zero mean Gaussian distribution with standard deviation of σǫ,
and ν(n) ∼ N (0, σ2

ν) is the measurement noise, which has a standard deviation of σν . According to the linear
model of ~r(n) = ~r(n− 1) + d~r(n) + ǫ(n) and measurement model ~r(n) + ν(n), F and H are

F =









1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1









, H =

[

1 0 0 0
0 1 0 0

]

.

In a Kalman filter, both prediction and observation states are used to estimate MBs’ true position. When
the MB positions were estimated, they were linked to the estimated positions for the next frame in a similar



Table 1: Parameters used in the hierarchical Kalman tracker
Level 1 2 3 4 5

Velocity [mm/s] 0 ∼ 3 3 ∼ 6 6 ∼ 9 9 ∼ 12 12 ∼ 15
σǫ 0.006 0.012 0.018 0.024 0.03
σν 0.025 0.0125 0.00625 0.003125 0.0015

fashion to the NN tracker. So a Kalman tracker can be considered a location estimator that uses a Kalman filter
followed by a linking stage. In both the NN and K trackers, the linking distance of 250 µm was used. The initial
values of the σǫ and σν in the K tracker were set to σν = 0.0025 and σǫ = 0.025. The parameters were chosen
experimentally by generating SR images of the kidney with different combinations of parameters and looking
for visually more smooth and longer tracks. In the HK tracker, 5 levels of the Kalman filters were employed
to track 5 different velocity ranges. At each level, the maximum linking distance was vmax/fr, where vmax is
the maximum of velocity range and fr is the system frame rate. Additionally, the values of σǫ and σν were
updated at each level as listed in Table 1. The experimental procedure of parameter tuning for the HK tracker
was described in our previous study.12

2.2 Simulation

The MB positions inside two tubes with radii of 125 µm and 250 µm were simulated in MATLAB (Mathworks,
U.S.). An average of 31 MBs per frame with a frame-rate of 55 Hz were generated for 2 minutes. The MBs
inside the tubes followed a parabolic flow with peak velocities of 5 mm/s and 10 mm/s, with a uniformly random
lifetime. An uncertainty in the localization was included by adding a random Gaussian error with standard
deviation of 50 µm to the MB positions. The MB positions were tracked using the three different tracking
algorithms. The velocity maps were obtain by inserting the tracks and the estimated velocities into a high-
resolution image. The velocity profiles over 14 cross-sections of the tubes were calculated and their relative
bias (RB) and relative standard deviation (RSD) were used for assessment of accuracy and precision of velocity
estimation.

2.3 In vivo experiment

The in vivo motion-corrected data from a rat kidney were processed using the HK tracker in both the forward
and forward-backward manner. The data were collected with the similar procedure as our previous clinical pilot
study,13 and the MB positions were corrected for the tissue motion.14 The wavelength (λ) of the imaging system
was 154 µm. To assess the new unique track positions, forward and backward tracks were inserted into two high
resolution images with a pixel size of 5µm. Then, the percentage of the new backward track positions compared
with the forward tracks was calculated as

Pnew =

∑n
i=1

∑m
j=1 Ib(i, j)Īf (i, j)

∑n
i=1

∑m
j=1 If (i, j)

× 100, (2)

where If and Ib are the binary images of forward and backward tracks with the image dimensions of n×m, and
Īf (i, j) = 1− If (i, j).

3. RESULTS

The velocity profiles of tracked MBs in simulations with known ground truth profiles are shown in Fig. 2.
The RSD of the profiles with forward tracks was the same as the RSD in forward-backward ones, when the NN
tracker was employed. On the other hand, the improvement of RSD was between 28% to 40%, when the forward-
backward strategy was employed with the K and HK trackers. The RB was not affected by the forward-backward
strategy.

The SR images of the cortical region of a rat kidney, shown in Fig. 3, demonstrates a clear difference between
the two strategies. Fig. 3.c includes roughly double the amount of tracks in comparison with Fig. 3.a (28,681
tracks vs. 14,510 tracks). It seems that the cortical radial veins (green) and arteries (red) in the cortex were



Figure 2: Relative bias (RB) and relative standard deviation (RSD) of velocity profiles of small (top) and
large (bottom) tubes. The velocity is estimated using the nearest-neighbor (NN), Kalman (K), and hierarchical
Kalman (HK) trackers with forward (F) and forward-backward (FB) configurations. The forward and forward-
backward estimates are shown by blue and red colors, respectively. The dashed lines shows the mean profile and
shaded area is the standard deviation around the mean value. The ground-truth profile is shown by the green
line.

(a) (b)

(c) (d)

Figure 3: Super-resolved velocity map of the cortical region of a rat kidney with hierarchical Kalman tracking in
(a) forward and (c) forward-backward manner. The color-wheel in the top left corner indicates the flow direction
in the image. The scale bar in the bottom right is one wavelength. Three regions of (a) and (c), marked by
rectangles, are zoomed in (b) and (d).



filled more with the MB trajectories in Fig. 3.c. This is shown better in the zoomed images Fig. 3.b and Fig.
3.d. Calculating new track positions for the backward tracks using (2), showed 35% additional positions that
were not found in the forward tracks.

4. CONCLUSION

Tracking MBs in a forward-backward manner can improve the quality of ultrasound SR images. It also enables
velocity estimation with lower RB and RSD. Simulations showed that the relative standard deviation of the
velocity estimates can decrease up to 40% by adopting forward-backward strategy. In all forward-backward
trackers, the velocity profiles were closer to the actual velocity profiles. Finally, the forward-backward tracking
of the MBs in a rat kidney resulted in 35% additional unique track positions.
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ULTRASOUND SUPER RESOLUTION 
IMAGING 

TECHNICAL FIELD 

[ 0001 ] The following generally relates to ultrasound and 
more particularly to ultrasound super resolution imaging . 

BACKGROUND 

each of a plurality of sub - apertures , to create a contrast 
frame for each of the sub - apertures . The method further 
includes determining positions of microbubbles in the con 
trast frames . The method further includes estimating a 
motion field based on frames of B - mode data for each of the 
plurality of sub - apertures . The method further includes 
motion correcting the positions of the microbubbles in the 
contrast frames based on the motion field and time delays 
between emissions for the sets of contrast data and the 
corresponding emission for B - mode data , for each of the 
plurality of sub - apertures , to produce motion corrected con 
trast frames . The method further includes displaying the 
motion corrected contrast frames , wherein the motion cor 
rected contrast frames include super resolution images . 
[ 0008 ] In yet another aspect , a computer - readable storage 
medium storing instructions that when executed by a com 
puter cause the computer to : combine sets of contrast data 
acquired with a same sub - aperture , for each of a plurality of 
sub - apertures , to create a contrast frame for each of the 
sub - apertures , determine positions of microbubbles in the 
contrast frames , estimate a motion field based on frames of 
B - mode data for each of the plurality of sub - apertures , 
motion correcting the positions of the microbubbles in the 
contrast frames based on the motion field and time delays 
between emissions for the sets of contrast data and the 
corresponding emission for B - mode data , for each of the 
plurality of sub - apertures , to produce motion corrected con 
trast frames , and display the motion corrected contrast 
frames , wherein the motion corrected contrast frames 
include super resolution images . 
[ 0009 ] Those skilled in the art will recognize still other 
aspects of the present application upon reading and under 
standing the attached description . 

[ 0002 ] Super resolution imaging is a technique to enhance 
a resolution of an image . Ultrasound super resolution imag 
ing relies on tracking microbubbles of a microbubble based 
contrast agent to visualize microvasculature . However , tis 
sue motion , e.g. , from breathing , the heart beating , muscle 
contracting , etc. , that is larger than a size of microvascula 
ture limits the resolution of the super resolution image . For 
example , motion in the range of 100-200 um in both the 
axial and lateral directions would limit the resolution of the 
ultrasound super resolution image to 100-200 um , and 
vessels smaller than 100-200 um such as microvasculature 
( e.g. , 10 um ) , would not be visible . 
[ 0003 ] One motion correction scheme excludes frames 
with higher motion . ( See J. Foiret et al . , “ Ultrasound local 
ization microscopy to image and assess microvasculature in 
a rat kidney , ” Scientific Reports , vol . 7 , no . 1 , pp . 13 
662 : 1-12 , 2017 ) . Another scheme combines ultrasound 
microscopy and dual - frequency imaging , but the B - mode 
frame rate is only sufficient to capture motion from breathing 
and more rapid movements ( e.g. , a beating heart ) are dis 
carded . ( See T. M. Kierski et al . , “ Superharmonic ultrasound 
for motion - independent localization microscopy : Applica 
tions to microvascular imaging from low to high flow rates , " 
IEEE Trans . Ultrason . , Ferroelec . , Freq . Contr . , vol . 67 , no . 
5 , pp . 957-967 , 2020 ) . 
[ 0004 ] Unfortunately , the above and other approaches do 
not address spatial and temporal differences between the 
motion estimates from the B - mode frames and the contrast 
frames . As such , there is an unresolved need for an improved 
approach to super resolution imaging . 

a 

BRIEF DESCRIPTION OF THE DRAWINGS 

SUMMARY 

[ 0010 ] The application is illustrated by way of example 
and not limited by the figures of the accompanying draw 
ings , in which like references indicate similar elements and 
in which : 
[ 0011 ] FIG . 1 diagrammatically illustrates an example 
ultrasound system configured to generate super resolution 
images , in accordance with an embodiment ( s ) herein ; 
[ 0012 ] FIG . 2 illustrates an example contrast - enhanced 
imaging acquisition sequence for the system of FIG . 1 , in 
accordance with an embodiment ( s ) described herein ; 
[ 0013 ] FIG . 3 diagrammatically illustrates an example 
configuration of the processor of the ultrasound system of 
FIG . 1 , in accordance with an embodiment ( s ) described 
herein , and 
[ 0014 ] FIG . 4 illustrates an example method , in accor 
dance with an embodiment ( s ) herein . 

[ 0005 ] Aspects of the application address the above mat 
ters , and others . 
[ 0006 ] In one aspect , an apparatus included a processor 
and a display . The processor includes a combiner configured 
to combine sets of contrast data acquired with a same 
sub - aperture , for each of a plurality of sub - apertures , to 
create a contrast frame for each of the sub - apertures . The 
processor further includes a microbubble detector config 
ured to determine positions of microbubbles in the contrast 
frames . The processor further includes a motion estimator 
configured to estimate a motion field based on frames of 
B - mode data for each of the plurality of sub - apertures . The 
processor further includes a motion corrector configured to 
motion correct the positions of the microbubbles in the 
contrast frames based on the motion field and time delays 
between emissions for the sets of contrast data and the 
corresponding emission for B - mode data , for each of the 
plurality of sub - apertures , to produce motion corrected con 
trast frames . The display is configured to visually display the 
motion corrected contrast frames , wherein the motion cor 
rected contrast frames include super resolution images . 
[ 0007 ] In another aspect , a method includes combining 
sets of contrast data acquired with a same sub - aperture , for 

DETAILED DESCRIPTION 

9 

[ 0015 ] FIG . 1 illustrates an example imaging system 102 
such as an ultrasound imaging system / scanner . The imaging 
system 102 includes a probe 104 and a console 106 , which 
interface with each other through suitable complementary 
hardware ( e.g. , cable connectors 108 and 110 and a cable 
112 as shown , etc. ) and / or wireless interfaces ( not visible ) . 
[ 0016 ] The probe 104 includes a transducer array 114 with 
one or more transducer elements 116. The transducer array 
114 includes a one or two dimensional ( 1 or 2 - D ) , linear , 
curved and / or otherwise shaped , fully populated or sparse , 
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etc. array . The elements 116 are configured to convert 
excitation electrical pulses into an ultrasound pressure field 
and a received ultrasound pressure field ( echo ) into an 
electrical ( e.g. , a radio frequency ( RF ) ) signal . Generally , the 
received pressure field is in response to the transmitted 
pressure field interacting with matter , e.g. , contrast agent 
microbubbles , tissue , etc. 
[ 0017 ] The console 106 includes transmit circuitry ( TX ) 
118 configured to generate the excitation electrical pulses 
based on an algorithm ( s ) 120. For B - mode imaging , a 
suitable acquisition results in data that can be used to detect 
the linear signals from tissue ( i.e. tissue data ) . For contrast 
enhanced imaging using a contrast agent with microbubbles 
( which is administered to a subject prior to and / or during the 
scan ) , a suitable acquisition results in data that can be used 
to detect non - linear signals from the microbubbles ( i.e. 
contrast data ) and suppress the linear signals . 
[ 0018 ] Briefly turning to FIG . 2 , an example algorithm is 
illustrated . In this example , the algorithm is a contrast 
enhanced imaging acquisition amplitude modulation algo 
rithm . In FIG . 2 , fpre represents a pulse repetition frequency , 
and f , represents an imaging framerate frequency of a 
complete sequence , i.e. contrast + B - mode ( 4Nfprf in FIG . 2 ) . 
The illustrated contrast - enhanced imaging acquisition 
amplitude modulation algorithm includes a sliding aperture 
of k elements , where k is an integer greater than zero . N 
represents a number of the sub - apertures of the sliding 
aperture . 
[ 0019 ] For contrast data , a first sub - aperture emits three 
times , one with full amplitude and two with half amplitude . 
This is shown in FIG . 2 as three sub - aperture emission 1 , 1 
and 1. The sub - aperture then slides to a next position and 
again emits three times . This is shown in FIG . 2 as three 
sub - aperture emission 2 , 2 and 2. This is repeated for the 
remaining N sub - apertures . For B - mode data , each of the N 
sub - apertures emits only once ( 1 , 2 , ... , N ) . A time delay 
between contrast emissions ( e.g. , 1 , 1 and 1 ) and the 
corresponding B - mode emission ( e.g. , 1 ) for a sub - aperture 
varies from f , / 4 to 3f , / 4 . 
[ 0020 ] Returning to FIG . 1. the console 106 further 
includes receive circuitry ( RX ) 122 configured to process 
the RF signals , e.g. , amplify , digitize , and / or otherwise 
process the RF signals . For the contrast data , the received 
echoes for each of the three emission provide data for 
enhancing the non - linear signal / microbubbles . For the 
B - mode data , the received echoes for each of the single 
emissions provide data for enhancing the linear signal / 
tissue . 

[ 0021 ] The console 106 further includes a switch ( SW ) 
124 configured to switch between the TX 118 and RX 122 
for transmit and receive operations , e.g. , by electrically 
connecting and electrically disconnecting the TX 118 and 
RX 122. In a variation , separate switches are utilized to 
switch between the TX 118 and RX 122 . 
[ 0022 ] The console 106 includes further an RF processor 
126. The RF processor 126 is configured to process the 
contrast and B - mode data to create ultrasound super reso 
lution images . As described in greater detail below , creating 
contrast frames , detecting microbubbles in the contrast 
frames , estimating a local motion field from the B - mode 
frames , motion correcting the position of the microbubbles 
based on the local motion estimation , and registering the 
microbubbles across the contrast frames . 

[ 0023 ] Generally , this approach utilizes a full motion field 
that is estimated as a function of space and time from all 
B - mode frames to co - register estimated tracks of 
microbubbles to a reference frame . In one instance , this 
ensures that no frame is skipped . In addition , this approach 
can reduce microbubble localization uncertainty relative to 
a configuration that does not utilize this approach . 
[ 0024 ] The console 106 further includes a scan converter 
128 and a display 130. The scan converter 128 is configured 
to scan convert the motion corrected contrast frames and / or 
B - mode frames for display , e.g. , by converting the motion 
corrected contrast frames and / or the B - mode frames to the 
coordinate system of the display 130. The display 130 can 
display a motion corrected contrast frame and / or a B - mode 
frame alternately or concurrently , e.g. , next to each other 
and / or on combined . 
[ 0025 ] The console 106 further includes a user interface 
132 , which includes one or more input devices ( e.g. , a 
button , a touch pad , a touch screen , etc. ) and one or more 
output devices ( e.g. , a display screen , a speaker , etc. ) . The 
console 106 further includes a controller 134 configured to 
control one or more of the transmit circuitry 118 , the receive 
circuitry 122 , the switch 124 , the RF processor 126 , the scan 
converter 128 , the display 130 , and / or the user interface 132 . 
[ 0026 ] It is to be appreciated that at least the RF processor 
126 can be implemented by a hardware processor ( e.g. , a 
central processing unit ( CPU ) , graphics processing unit 
( GPU ) , a microprocessor , etc. ) executing computer readable 
instructions encoded or embedded on computer readable 
storage medium , which excludes transitory medium . 
[ 0027 ] FIG . 3 diagrammatically illustrates an example 
configuration of the RF processor 126 . 
[ 0028 ] The RF illustrated processor includes a combiner 
302. The combiner 302 is configured to combine the contrast 
data from the three emissions for each a sub - aperture to 
generate a contrast frame for the sub - aperture , for each of 
the sub - apertures . In one instance , this includes subtracting 
the data for the half amplitude acquisitions from the data for 
the full amplitude acquisition . Other approaches are also 
contemplated herein . 
[ 0029 ] The RF processor further includes a microbubble 
detector 304. The microbubble detector 304 is configured to 
determine a centroid ( or other region ) of each of the 
microbubbles in each of the contrast frames . In one instance , 
this includes signal - to - noise ( SNR ) enhancement followed 
by microbubble localization . For SNR Enhancement , suit 
able approaches include thresholding , spatial filtering ( e.g. 
Gaussian , Laplacian of Gaussian , etc. ) , spatio - temporal fil 
tering , model fitting , and / or other approaches . For localiza 
tion , suitable approaches include peak detection , centroid 
estimation ( e.g. weighted centroid , etc. ) , learning - based , 
and / or other approaches . 
[ 0030 ] The RF processor further includes a motion esti 
mator 306. The motion estimator 306 is configured to 
process the B - mode frames to estimate tissue motion . In one 
instance , this includes using speckle tracking on the enve 
lope data . An example of speckle tracking can be found in 
G. E. Trahey et al . , ” IEEE Trans . Biomed . Eng . , vol . 
BME - 34 , no . 12 , pp . 965-967 , 1987. For local motion 
estimation , each B - mode frame is divided into a plurality of 
partially overlapping sub - regions , with one of the frames 
being identified as a reference frame . Examples of suitable 
sub - region sizes include , but are not limited to , 1x1 to 10x10 
millimeters square ( mm % ) , larger , smaller , non - square , etc. 

• 
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[ , ( 7. d ) = argmi | p = i + MC4 7 gm . ) k - 1 Equation 4 
- -Id ( q , m ) , P fr 

where p and q are arguments . 
[ 0034 ] An example algorithm for solving Equation 4 is 
provided next . 

Examples of a suitable B - mode reference frame includes a 
B - mode frame near the middle B - mode frame and / or other 
B - mode frame . In another instance , more than one B - mode 
reference frame is utilized . 
[ 0031 ] The motion estimator 306 cross - correlates each 
sub - region in the B - mode reference frame with the corre 
sponding sub - region in the other B - mode frames , and 
motion in the axial and lateral directions is estimated . The 
estimated motion for each sub - region is assigned to a center 
( and / or other location ) of the corresponding sub - region , and 
the collection of motion estimates for a frame provides a 
discrete motion field through that frame . The estimated 
displacements vary spatially and temporally . Motion can be 
estimated at any point in any frame ( i.e. space and / or time ) 
using interpolation such a 3 - D spline , etc. on the 3 - D motion 
field . 
[ 0032 ] The RF processor further includes a motion cor 
rector 308. The motion corrector 308 is configured to apply 
the local motion estimates on the detected microbubble 
locations . By way of non - limiting example , for a detected 
microbubble in the kth frame at position r = ( 2 , Xo ) , the 
correct position in of the microbubble can be approximated 
as shown in Equation 1 : 

= 

= 

Initialization 
Nitr = 0 , 
= 7 
în = m = ( Xo - Xmin ) / dx , where xmin and dx are a minimum lateral 
position and a lateral pixel size of the frame . 

1 : while ( error 2 emax ) or ( Nitr s Nmax ) do 
2 : Calculate a time delay between the mth line of the B - mode frame 

and the nth line of the contrast frame 

3Nlines – 3Â + m + 1 - 

Idî , m ) forf 
3 : Update the position of the estimated microbubble 

k 1 zi - w ( 47 - talà , m ) , 7 ) . M Equation 1 : 

T - Mt , 7 ) . 4 : Update în 

where M ( t , r ) represents the motion field , Xlines ( 1 ) – ?o Ñ = 
dx 

5 : Calculate assignment error 

1 = * k - 1 
= -Id ( n , m ) , 

fr k - 1 
error = F - ? + M = 12 MC - ta ( 1 , m ) , 9 ) | . fr 

6 : Update iteration 
Nitr = Nitr + 1 . 

end while 
= 

7 : 

where k represents the frame position , f , represents the 
imaging framerate frequency , and td ( n , m ) represents a time 
difference between an nth line of a contrast frame and an mth 
line of the corresponding B - mode frame . In one instance , 
e.g. , in FIG . 2 , td ( n , m ) is determined as shown in Equation 
2 : 

Equation 2 
Id ( n , m ) 3Nlines – 3n + m +1 

Sprf 

9 where n , m E { 1 , 2 , ... , Nlines ) , Nlines represents a number 
of lines in the frame , and fprf represents the pulse repetition 
frequency . 
[ 0033 ] The position of the detected microbubble at r = ( 2 , 
xo ) in the kth frame can be expressed as a function of the 
corrected microbubble position and value of the motion field 
at that position and time as shown in Equation 3 : 

[ 0035 ] In general , the motion corrector 308 iteratively 
assigns motion estimates by calculating a time delay 
between each an image line of a contrast frame and an image 
line of the B - mode frame for a sub - aperture ( the three 
emissions of the contrast sequence corresponded to the same 
image line as one emission in the B - mode sequence ) , 
updating a position of an estimated bubble in the contrast 
frame based on the motion field and the time delay , updating 
the image line in the contrast frame , and repeating the above 
until stopping criteria is satisfied or the maximum number of 
iterations is reached . 
[ 0036 ] The RF processor further includes a microbubble 
tracker 310. The microbubble tracker 310 is configured to 
generate tracks that link microbubbles from frame to frame . 
Suitable approaches include , but are not limited to , nearest 
neighbor , multi - frame data structure , dynamic program 
ming , combinatorial , multi hypothesis , explicit motion mod 
els ( e.g. Kalman filtering ) , learning - based , and / or other 
techniques . Provided herein is an example approach based 
on Kalman filtering . 
[ 0037 ] This approach can be modeled as r ( t ) = r ( t - 1 ) + d 
r ( t ) + e ( t ) , where r ' ( t ) = ( r_ ( t ) , r ( t ) ) represents the position of 
a microbubble at time t , dr ' ( t ) = ( dr_ ( t ) , dr? ( t ) ) represents the 
displacement of the microbubble , and e ( t ) represents an 

k - 1 * = i + M Equation 3 
-tdî , m ) , fr 

where r = ( 20 , Xo ) and în are the unknown correct position 
and its relative image line in the contrast image , respectively . 
In one instance , ris computed using an optimization 
techniques such as a least - squares optimization as shown in 
Equation 4 : 
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uncertainty in the displacement . This model can be formu 
lated , e.g. , within the Kalman framework as shown below : 

Prediction State : X ( t ) = Fx ( t - 1 ) + ? ( 1 ) 
where 

Observation State : 7 ( 1 ) = Hä ( t ) + v ( 1 ) 

X ( t ) = [ ht ) , d? ( o ] * = [ rz ( 1 ) , rx ( 1 ) , drz ( t ) , drz ( ) ] , = 

1 0 1 0 

0 1 0 1 
F = 

0 0 1 0 
0 0 0 1 

1 0 0 0 
H = 

0 1 0 0 

e ( t ) ~ N ( 0,0 ) , and 
v ( t ) ~ N ( 0,03 ) . 

[ 0038 ] When entering the blood stream , the microbubbles 
have uncontrolled concentrations as well as different veloci 
ties and flow dynamics in different parts of the kidney . To 
track these different scenarios , a hierarchical structure of 
Kalman filters is utilized . Table 1 shows examples param 
eters for a hierarchical structure of Kalman filter . 

9 TABLE 1 

Examples parameters for a hierarchical structure of Kalman filter . 

Level 1 2 3 4 5 

0-3 3-6 6-9 9-12 12-15 Velocity 
( mm / s ) 

microbubble can be generated by combining the axial and 
lateral velocity images . In another instance , the velocity 
estimator 312 is omitted . 
[ 0041 ] It is to be appreciated that the hierarchical tracking 
approach described herein provides a better visualization of 
opposite flows and improved flow quantification , relative to 
a configuration that does not employ the hierarchical track 
ing approach . The ultrasound super resolution intensity 
and / or velocity images can be displayed via the display 130 . 
[ 0042 ] FIG . 4 illustrates an example method in accordance 
with an embodiment herein . 
[ 0043 ] The ordering of the following acts is for explana 
tory purposes and is not limiting . As such , one or more of the 
acts can be performed in a different order , including , but not 
limited to , concurrently . Furthermore , one or more of the 
acts may be omitted and / or one or more other acts may be 
added . 
[ 0044 ] At 402 , contrast and B - mode data are acquired , as 
described herein and / or otherwise . 
[ 0045 ] At 404 , microbubbles are detected in the contrast 
data , as described herein and / or otherwise . 
[ 0046 ] At 406 , motion is estimated from the B - mode data , 
as described herein and / or otherwise . 
[ 0047 ] Although act 404 is described before act 406 , it is 
to be understood that act 404 can be performed before act 
406 or in parallel with act 406 . 
[ 0048 ] At 408 , the microbubbles in the contrast data are 
motion corrected based on the estimated motion , as 
described herein and / or otherwise . 
[ 0049 ] At 410 , the microbubble are linked between frames 
of the contrast data , creating a super resolution intensity 
image , as described herein and / or otherwise . 
[ 0050 ] At 412 , the super resolution intensity image is 
displayed , as described herein and / or otherwise . 
[ 0051 ] At 414 , a vector velocity is determined , as 
described herein and / or otherwise . 
[ 0052 ] At 416 , a super resolution vector velocity image is 
displayed , as described herein and / or otherwise . 
[ 0053 ] The above may be implemented by way of com 
puter readable instructions , encoded or embedded on com 
puter readable storage medium ( which excludes transitory 
medium ) , which , when executed by a computer processor ( s ) 
( e.g. , central processing unit ( CPU ) , microprocessor , etc. ) , 
cause the processor ( s ) to carry out acts described herein . 
Additionally , or alternatively , at least one of the computer 
readable instructions is carried by a signal , carrier wave or 
other transitory medium ( which is not computer readable 
storage medium ) . 
[ 0054 ] The application has been described with reference 
to various embodiments . Modifications and alterations will 
occur to others upon reading the application . It is intended 
that the invention be construed as including all such modi 
fications and alterations , including insofar as they come 
within the scope of the appended claims and the equivalents 
thereof . 
What is claimed is : 
1. An apparatus , comprising : 
a processor , including : 

a combiner configured to combine sets of contrast data 
acquired with a same sub - aperture , for each of a 
plurality of sub - apertures , to create a contrast frame 
for each of the sub - apertures ; 

Oy 
Max Linking 
Gap - closing 

0.006 
0.025 

6 / f , 
3 

0.012 
0.0125 
12 / f , 

2 

0.018 
0.00625 
18 / f , 

2 

0.024 
0.003125 

24 / f , 
1 

0.03 
0.0015 
15 / f , 

1 

mum 

[ 0039 ] At each level in Table 1 , a Kalman filter is applied 
to the remaining untracked microbubbles from the previous 
levels . The tracked microbubbles at deeper levels have 
higher velocities . A maximum linking distance is a maxi 

acceptable distance between the estimated 
microbubble position by the Kalman filter and the nearest 
motion - corrected microbubble position in the next frame . 
Linking of multiple microbubbles can be performed using 
Hungarian assignment . If a microbubble is miss - detected 
over a couple of frames , the Kalman filter can predict its 
trajectory based on its previous detected positions . The gap 
closing parameter is a number of frames a microbubble can 
be miss - detected . 
[ 0040 ] The motion - corrected and linked microbubbles 
provide ultrasound super resolution intensity image . In the 
illustrated embodiment , the RF processor 126 includes a 
velocity estimator 312 configured to process track locations 
to generate a super resolution velocity image . By way of 
non - limiting example , the velocity estimator 312 can be 
configured to determine a time derivative of track locations , 
which yields both the axial and lateral velocities . An axial 
and a lateral velocity image can then be constructed by 
drawing anti - aliased velocity weighted lines at the track 
positions . A mean velocity at each pixel in the velocity 
images can be found by dividing with a weighting image if 
it was different from zero . A Vector Flow Image ( VFI ) of the 

a 
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9 a microbubble detector configured to determine posi 
tions of microbubbles in the contrast frames ; 

a motion estimator configured to estimate a motion 
field based on frames of B - mode data for each of the 
plurality of sub - apertures ; and 

a motion corrector configured to motion correct the 
positions of the microbubbles in the contrast frames 
based on the motion field and time delays between 
emissions for the sets of contrast data and the cor 
responding emission for B - mode data , for each of the 
plurality of sub - apertures , to produce motion cor 
rected contrast frames ; and 

a display configured to visually display the motion cor 
rected contrast frames , wherein the motion corrected 
contrast frames include super resolution images . 

2. The apparatus of claim 1 , wherein the motion corrector 
iteratively assigns motion estimates by : 

1 ) calculating a time delay between each an image line of 
a contrast frame and an image line of the B - mode frame 
for a same sub - aperture ; 

2 ) updating a position of an estimated bubble in the 
contrast frame based on the motion field and the time 
delay ; 

3 ) updating the image line in the contrast frame ; and 
repeating 1 ) , 2 ) and 3 ) until stopping criteria is satis 

fied . 
3. The apparatus of claim 1 , wherein the processor further 

comprises : 
a microbubble tracker configured to link the microbubbles 

from frame to frame across the motion corrected con 
trast frames to produce the super resolution images . 

4. The apparatus of claim 3 , wherein the processor links 
the microbubbles across the motion corrected contrast 
frames based on hierarchical tracking . 

5. The apparatus of claim 1 , wherein the microbubble 
detector extracts a centroid of a microbubble to determine a 
position of the microbubble in a contrast frame . 

6. The apparatus of claim 5 , wherein the microbubble 
detector extracts the centroid of the microbubble by enhanc 
ing a signal - to - noise ratio of the frame and then localizing 
the centroid in the signal - to - noise ratio enhanced frame . 

7. The apparatus of claim 1 , wherein the motion estimator 
determines the motion field using speckle tracking on enve 
lope data . 

8. The apparatus of claim 1 , wherein the motion estimator 
cross - correlates each of a plurality of sub - regions of a 
reference B - mode frame with corresponding sub - regions in 
the other B - mode frames , and motion in axial and lateral 
directions is determined . 

9. The apparatus of claim 8 , wherein the sub - regions are 
partially overlapping sub - regions . 

10. The apparatus of claim 8 , wherein the motion esti 
mator assigns a motion estimate for a sub - region to a center 
region of the sub - region , and a collection of all of the motion 
estimates for all of the sub - regions of a frame is a discrete 
motion field through the frame . 

11. The apparatus of claim 1 , wherein the super resolution 
images includes an intensity super resolution image . 

12. The apparatus of claim 1 , wherein the super resolution 
images includes a velocity super resolution image . 

13. The apparatus of claim 1 , further comprising : 
a transducer array configured to transmit an ultrasound 

pressure field and receive an echo pressure field for a 
contrast - enhanced scan to acquire the contrast data and 
the B - mode data . 

14. The apparatus of claim 13 , wherein the processor is 
configured employ a pulse amplitude modulation sequence 
to acquire the contrast data and the B - mode data . 

15. A method , comprising : 
combining sets of contrast data acquired with a same 

sub - aperture , for each of a plurality of sub - apertures , to 
create a contrast frame for each of the sub - apertures ; 

determining positions of microbubbles in the contrast 
frames ; 

estimating a motion field based on frames of B - mode data 
for each of the plurality of sub - apertures ; 

motion correcting the positions of the microbubbles in the 
contrast frames based on the motion field and time 
delays between emissions for the sets of contrast data 
and the corresponding emission for B - mode data , for 
each of the plurality of sub - apertures , to produce 
motion corrected contrast frames ; and 

displaying the motion corrected contrast frames , wherein 
the motion corrected contrast frames include super 
resolution images . 

16. The method of claim 15 , further comprising : 
1 ) calculating a time delay between an image line of a 

contrast frame and an image line of the B - mode frame 
for a same sub - aperture ; 

2 ) updating a position of an estimated bubble in the 
contrast frame based on the motion field and the time 
delay ; 

3 ) updating the image line in the contrast frame ; and 
repeating 1 ) , 2 ) and 3 ) until stopping criteria is satis 

fied . 
17. The method of claim 15 , further comprising : 
linking the microbubbles across the motion corrected 

contrast frames to produce 
the super resolution images via a hierarchical tracking . 
18. A computer - readable storage medium storing instruc 

tions that when executed by a computer cause the computer 
to : 

combine sets of contrast data acquired with a same 
sub - aperture , for each of a plurality of sub - apertures , to 
create a contrast frame for each of the sub - apertures ; 

determine positions of microbubbles in the contrast 
frames ; 

estimate a motion field based on frames of B - mode data 
for each of the plurality of sub - apertures ; and 

motion correcting the positions of the microbubbles in the 
contrast frames based on the motion field and time 
delays between emissions for the sets of contrast data 
and the corresponding emission for B - mode data , for 
each of the plurality of sub - apertures , to produce 
motion corrected contrast frames . 

19. The computer - readable storage medium of claim 18 , 
wherein , for microbubble position determination and motion 
correcting the positions , the instructions cause the computer 
to : 

1 ) calculate a time delay between an image line of a 
contrast frame and an image line of the B - mode frame 
for a same sub - aperture ; 

2 ) update a position of an estimated bubble in the contrast 
frame based on the motion field and the time delay ; 

a 

a a 
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3 ) update the image line in the contrast frame ; and 
repeating 1 ) , 2 ) and 3 ) until stopping criteria is satis 

fied . 
20. The computer - readable storage medium of claim 18 , 

wherein the instructions further cause the computer to : 
link the microbubbles across the motion corrected con 

trast frames to produce a super resolution images via a 
hierarchical tracking ; and 

display the super resolution image . 
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