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#### Abstract

This paper investigates a new approach devoted to displacement vector estimation in ultrasound imaging. The main idea is to adapt the image formation to a given displacement estimation method to increase the precision of the estimation. The displacement is identified as the zero crossing of the phase of the complex cross-correlation between signals extracted from the lateral direction of the ultrasound RF image. For precise displacement estimation, a linearity of the phase slope is needed as well as a high phase slope. Consequently, a particular point spread function (PSF) dedicated to this estimator is designed. This PSF, showing oscillations in the lateral direction, leads to synthesis of lateral RF signals. The estimation is included in a 2-D displacement vector estimation method. The improvement of this approach is evaluated quantitatively by simulation studies. A comparison with a speckle tracking technique is also presented. The lateral oscillations improve both the speckle tracking estimation and our 2-D estimation method. Using our dedicated images, the precision of the estimation is improved by reducing the standard deviation of the lateral displacement error by a factor of 2 for speckle tracking and more than 3 with our method compared to using conventional images. Our method performs 7 times better than speckle tracking. Experimentally, the improvement in the case of a pure lateral translation reaches a factor of 7 . Finally, the experimental feasibility of the 2$D$ displacement vector estimation is demonstrated on data acquired from a Cryogel phantom.


## I. Introduction

TISSUE elasticity imaging with ultrasound deals with the mapping of any parameter characterizing the elastic properties of a given medium using ultrasound echo data. There are different ways to do tissue elasticity imaging with ultrasound which differ by the way the tissue under investigation is excited. It is important to make a distinction between the static approaches and the dynamic ones. Dynamic excitation of the tissue can be made by a

[^0]dynamic vibration, which is normally referred to as sonoelastography [1], [2], or by a pulsed low frequency vibration, which is normally referred to as transient elastography [3], [4]. In this paper we will focus on the static approach, also called elastography, as it has been introduced by Ophir et al. [5]. Here the principle is to estimate the local displacement or the strain field between two ultrasound images of a medium. The two images are acquired at two different static compression states. Elasticity has been shown to be a good candidate for characterization of the development of different pathologies [6], [7].

The early approaches to elastography have been attempts to characterize the tissue elasticity by simply considering the axial strain image. If the applied stress is axial, it is this direction that features the largest strain. However, knowledge of only one component of the strain field is not enough to provide a precise and quantitative investigation of the medium [8]. As a consequence, a number of methods have been used to estimate the lateral component of the displacement field [9]-[11].

To estimate the displacement, it is possible to use the phase of the complex cross-correlation between signals from a reference image and from an image obtained after compression of the medium (also called the displaced image). Indeed, this phase has the feature of being null for the right displacement, and it can be found easily using, for example, the Newton method. This feature has been used with success for axial displacement estimation [12]. More recently, this feature has also been used for lateral displacement estimation based on conventional ultrasound RF images [13]. However, as it will be shown in this paper, the quality of this estimation method can be improved by taking into account the image formation method, and using a new, dedicated point spread function (PSF). Indeed, with conventional RF images, neither the complex correlation phase linearity nor the phase slope is controlled. The phase slope is directly related to the precision of the estimated displacement.

This work proposes a method to improve the precision of the estimation of the lateral component of the displacement. To reach this goal, a specific PSF dedicated to lateral displacement estimation by means of the phase of the complex correlation function is designed. The starting point is the expression of the correlation function, which is chosen to have a linear phase. Then, it is shown analytically that having a constraint of linear phase leads to a specific
expression of the lateral profile of the PSF. This lateral profile showing oscillations is characterized by two parameters, the width and the wavelength of the oscillations. The width of the PSF is related to the spatial resolution of the ultrasound images, and the wavelength of the oscillations is related to the precision of the displacement estimation. Those parameters can be controlled by receive beamforming.

The paper will proceed as follows. First, a simple image model is presented together with the method for beamformer design. Then the lateral displacement estimation method and the displacement vector estimation scheme are introduced. Simulation results showing the improvement when using the new dedicated images for lateral displacement estimation compared to conventional images are presented. Experimental results showing the feasibility and improvement in a real situation are given. A discussion of the results and a conclusion are finally provided.

## II. Image Model, PSF, Beamforming

The formation of an ultrasound RF image $r(x, y)$ can be described by a linear relation involving the impulse response of the imaging system, also called the PSF, $h(x, y)$, and a discrete distribution of scatterers representing the medium, $d(x, y)$. If only two spatial dimensions are considered, this can be written as a convolution over the lateral and axial spatial variables $x$ and $y$, respectively. The convolution is denoted $\otimes_{x, y}$. This can be written

$$
\begin{equation*}
r(x, y)=h(x, y) \underset{x, y}{\otimes} d(x, y) \tag{1}
\end{equation*}
$$

The scatterer distribution,

$$
\begin{equation*}
d(x, y)=\sum_{i} A_{i} \delta\left(x-x_{i}, y-y_{i}\right) \tag{2}
\end{equation*}
$$

is assumed to be spatially uncorrelated. In (2), $A_{i}$ represents the $i$ th scatterer strength or echogeneity and $\left\{x_{i}, y_{i}\right\}$ its position. The PSF $h(x, y)$ is considered separable in the spatial dimensions [14] as

$$
\begin{equation*}
h(x, y)=h_{x}(x) h_{y}(y) \tag{3}
\end{equation*}
$$

where $h_{y}(y)$ is related to the excitation pulse and the impulse response of the elements of the probe, and $h_{x}(x)$ is related to diffraction and interferences between contributions from all transducer elements [15]. This assumption will be used for the PSF design.

With this model, it is easy to show that the image of a translated medium is a translated version of the initial (reference) image in a region $(x, y) \in \Omega$, where the shape of the PSF and the displacement vector are assumed constant. For such a constant displacement, $(\Delta x, \Delta y)$, the new image $s(x, y)$, which can also be called the displaced image, is simply related to the reference image $r(x, y)$ by

$$
\begin{equation*}
s(x, y)=r(x-\Delta x, y-\Delta y) \tag{4}
\end{equation*}
$$

## III. Displacement Estimation Method

## A. Design of a PSF Dedicated to Lateral Displacement Estimation

In this work, a specific PSF is used to increase the quality of the displacement estimation. A specific shape of the PSF, and in particular its lateral profile, can be obtained by beamforming techniques, in different ways. In a previous paper [16], we have described a beamformer design method based on a Fraunhoffer approximation, which will be used here. A plane wave is emitted and the received raw signals are processed dynamically using quadratic focusing and a dynamic apodization function equal to the inverse Fourier transform of the expected lateral PSF profile. This approach has previously been used by others [17].

In this subsection, the estimation method is described and it is shown how the choice of this estimation method leads to the use of a particular PSF and, as a consequence, a particular apodization function.

Here, the phase of the complex correlation function between displaced versions of a given signal is studied. This phase has the feature of being null at the value of the displacement. The imaginary part of the complex signals used to calculate the correlation function is calculated as the Hilbert transform of the real signals. When the estimation is done in the axial direction, the Hilbert transform is calculated in the axial direction; when the lateral direction is considered, the Hilbert transform is calculated in the lateral direction.

First, the lateral direction of the image is considered. The signals considered are composed of samples coming from the same depth in the RF image. Those signals are limited in size and the following derivations have to be considered locally. One signal is extracted from the reference image and one from the displaced image. They are considered to be displaced versions of each other. To find the right displacement between the two signals, the location of the zero crossing of the phase of the complex correlation between the two lateral RF signals is estimated.

The shape of the lateral profile of the PSF is calculated analytically starting from the expression of the complex correlation between reference and displaced signals. To facilitate the estimation and to improve its quality, the phase of the complex correlation function is chosen to be linear. As there is no particular expectation about the magnitude of the complex correlation function, it is chosen as Gaussian because it is easily obtained, easily manipulated analytically, and fairly close to a realistic situation. The complete expression of the complex correlation function, as a function of spatial shift $X$, is given by

$$
\begin{equation*}
\tilde{R}_{r s}(X)=\frac{\sigma_{u}}{\sqrt{2}} e^{-\pi\left(\frac{\sigma_{u}}{\sqrt{2}}(X-\Delta x)\right)^{2}} e^{-j 2 \pi \frac{1}{\lambda x}(X-\Delta x)} \tag{5}
\end{equation*}
$$

where $\Delta x$ is the lateral displacement that has to be estimated, $1 / \lambda_{x}$ is the slope of the phase, and $\sqrt{2} / \sigma_{u}$ is the full width at half maximum (FWHM) of the Gaussian envelope. The expression of the Gaussian is chosen so that
the following mathematical manipulations lead to simplifications of the expression. The autocorrelation function is given for $\Delta x=0$ as

$$
\begin{equation*}
\tilde{R}_{r r}(X)=\frac{\sigma_{u}}{\sqrt{2}} e^{-\pi\left(\frac{\sigma_{u}}{\sqrt{2}} X\right)^{2}} e^{-j 2 \pi \frac{1}{\lambda_{x}} X} \tag{6}
\end{equation*}
$$

It is possible to calculate the power spectral density of the complex lateral signal as the Fourier transform of the autocorrelation function

$$
\begin{equation*}
P_{\tilde{r}}(u)=F\left\{\tilde{R}_{r r}(X)\right\}=e^{-2 \pi\left(\frac{u}{\sigma_{u}}\right)^{2}} \underset{u}{\otimes \delta\left(u-\frac{1}{\lambda_{x}}\right), ~, ~, ~} \tag{7}
\end{equation*}
$$

where $F\}$ denotes the Fourier transform and $u$ is the spatial frequency in $m^{-1}$. The magnitude of the Fourier transform of the complex signal, denoted $A_{\tilde{r}}(u)$, is equal to the square root of the power spectral density

$$
\begin{equation*}
A_{\tilde{r}}(u)=e^{-\pi\left(\frac{u}{\sigma_{u}}\right)^{2}} \underset{u}{\otimes} \delta\left(u-\frac{1}{\lambda_{x}}\right) \tag{8}
\end{equation*}
$$

And finally the magnitude spectrum of the corresponding real signal is

$$
\begin{equation*}
A_{r}(u)=\frac{1}{2} e^{-\pi\left(\frac{u}{\sigma_{u}}\right)^{2}} \underset{u}{\otimes}\left(\delta\left(u-\frac{1}{\lambda_{x}}\right)+\delta\left(u+\frac{1}{\lambda_{x}}\right)\right) \tag{9}
\end{equation*}
$$

Because the scatterer distribution is spatially uncorrelated, its autocorrelation is a delta function and its spectrum is a uniform distribution. As the spectrum of the lateral signal is the product of the spectrum of the PSF and the spectrum of the scatterer distribution, there is no trace of the latter in the expression of the magnitude spectrum of the lateral signal. The magnitude spectrum of the lateral signal given in (9) is equal to the magnitude spectrum of the lateral profile of the $\operatorname{PSF} A_{h}(u)$ as

$$
\begin{equation*}
A_{r}(u)=A_{h}(u) \tag{10}
\end{equation*}
$$

As a consequence, the magnitude of the spectrum of the PSF $A_{h}(u)$ is equal to (9). The profile of the PSF is calculated by inverse Fourier transform of its spectrum. Because there is no expectation about the phase of this spectrum, a uniform phase has been chosen. The lateral profile of the PSF is equal to

$$
\begin{equation*}
h(x)=e^{-\pi\left(\frac{x}{\sigma_{x}}\right)^{2}} \cos \left(2 \pi \frac{x}{\lambda_{x}}\right) \tag{11}
\end{equation*}
$$

where $x$ is the spatial variable associated with the lateral direction. Eq. (11) shows that the PSF has lateral oscillations, which can be compared to the PSF used in [17], which presents a method for blood flow estimation. In [17], the PSF was a sinusoid limited by a square window whereas here the window is Gaussian. As a consequence, the associated apodization functions are also different, specifically, Gaussians in our approach and sinc functions in [17]. Anderson has also studied this kind of PSF. Particularly in [18], different apodization functions,
all leading to lateral oscillations, have been tested for 2-D velocity estimation.

The lateral signals extracted from RF images obtained with this PSF can be called lateral RF signals. The most convenient way to control the lateral profile of the PSF, as presented in [16] and [17], is to emit a plane wave, and then the lateral profile of the PSF can be controlled by receive beamforming only. The plane wave is produced by exciting all active elements at the same time. If dynamic quadratic focusing is used, the receive apodization function that leads to a given lateral PSF profile is its inverse Fourier transform. In this case, the apodization function is equal to the convolution of a Gaussian function of FWHM $\sigma_{0}$ with a distribution of two delta functions of position $\pm x_{0}$ as

$$
\begin{equation*}
w\left(x_{i}\right)=\frac{1}{2} e^{-\pi\left(\frac{x_{i}}{\sigma_{0}}\right)^{2}} \otimes_{x_{i}}\left(\delta\left(x_{i}-x_{0}\right)+\delta\left(x_{i}+x_{0}\right)\right) \tag{12}
\end{equation*}
$$

Here, $w\left(x_{i}\right)$ is the weighting coefficient applied to the $i$ th element which has lateral position $x_{i}$. According to the Fraunhoffer approximation, the relation between the apodization function parameters and those from the PSF are given by

$$
\begin{align*}
x_{0} & =\frac{y \lambda}{\lambda_{x}}  \tag{13}\\
\sigma_{0} & =\frac{y \lambda \sqrt{2}}{\sigma_{x}} \tag{14}
\end{align*}
$$

where $\lambda$ is the wavelength of the emitted wave, $y$ is the depth of interest, $\lambda_{x}$ is the wavelength of the lateral oscillations, $\sigma_{x}$ is the FWHM of the Gaussian envelope of the PSF, $\sigma_{0}$ is the FWHM of the Gaussian peaks of the apodization function, and $x_{0}$ their position. The PSF and apodization are illustrated in Fig. 1.

As can be seen in (13) and (14) both parameters of the apodization function are given as a function of the depth $y$. The apodization function must thus be adapted dynamically with respect to the depth while processing the raw received signals. The receive focusing is also adapted dynamically: dynamic quadratic focusing is used. This makes it possible to limit the size of the lateral PSF and to reach the Fraunhoffer approximation. Dynamic focusing and apodization are used in this work.

## B. Aperture Function Parameters

The expression of the lateral profile of the PSF and the expression of the apodization function that leads to this particular PSF profile have been given in (11) and (12), respectively. The actual values of the key parameters, $\lambda_{x}$ and $\sigma_{x}$, are limited by the physical size of the active part of the ultrasound probe.

Intuitively, a high oscillation frequency in the lateral direction would lead to a better displacement estimate because it increases the phase slope. If it is steeper, its zero crossing is identified more precisely. Moreover, a thin PSF


Fig. 1. (a) PSF profile and (b) apodization function. O is the origin of the coordinate system.
would lead to a better spatial resolution. Unfortunately, both improvements require an increase in the length of the active part of the probe and, with a constant pitch, a higher number of elements. A trade-off must be made between lateral resolution and phase slope which is related to estimator performance. This can be expressed quantitatively as a function of the parameters of the apodization function or as a function of the PSF parameters. In the present work, the apodization function is considered well defined if $99 \%$ of the area under its curve is inside the active part of the probe. In order to reach this requirement, the apodization function parameters must respect

$$
\begin{equation*}
1.2 \sigma_{0}+x_{0} \leq \frac{W}{2} \tag{15}
\end{equation*}
$$

which can be expressed as a function of the PSF parameters as

$$
\begin{equation*}
1.2 \frac{y \lambda \sqrt{2}}{\sigma_{x}}+\frac{y \lambda}{\lambda_{x}} \leq \frac{W}{2}, \tag{16}
\end{equation*}
$$

where $W$ is the length of the active part of the probe, and $\lambda, \lambda_{x}, \sigma_{x}, \sigma_{0}$, and $x_{0}$ are the same parameters as in (13) and (14).

To choose the optimal value of $\sigma_{x}$ and $\lambda_{x}$ with a given probe, a simple simulation was made. Three thousand different pairs of reference and strain signals were randomly generated. The probe simulated was a commercial linear array probe; its parameters are given in Table I. The probe was assumed to use 64 active elements, and, with a pitch of 0.208 mm , the active part of the probe is 13.3 mm long. The parameter set $\left(\sigma_{x}, \lambda_{x}\right)$ was chosen so as to minimize the mean square error (MSE) between the true and the estimated displacements, over all realizations. For the simulation, the strain scatterer distribution was assumed to be

TABLE I
Parameters of the Commercial Probe Used.

| Parameter | Value |
| :--- | :--- |
| Center frequency | 7 MHz |
| Total number of elements | 128 |
| Number of active elements | 64 |
| Element height | 4.5 mm |
| Element width | 0.173 mm |
| Distance between two elements | 0.035 mm |

a stretched version of the reference scatterer distribution as follows

$$
\begin{equation*}
d^{\prime}(x)=d\left(\left(1+\frac{\varepsilon}{100}\right) x\right) \tag{17}
\end{equation*}
$$

with $\varepsilon$, the strain, given as a percentage. As a consequence, the displacement of the scatterers is not the same for the whole length of the window. This is what happens in a real situation. The true displacement is considered to be the displacement of a scatterer situated in the middle of the window. The MSE is the average over the 3000 realizations of the squared difference between the true displacement $\Delta_{x i}$ and the estimated displacement $\widehat{\Delta}_{x i}$. It is expressed by

$$
\begin{equation*}
\mathrm{MSE}=\frac{1}{N} \sum_{i=1}^{N}\left(\Delta_{x i}-\widehat{\Delta}_{x i}\right)^{2} \tag{18}
\end{equation*}
$$

where $N$ is the total number of realizations.
Different values of $\lambda_{x}$ and $\sigma_{x}$ have been investigated and the result is reported in Fig. 2. More values than those that can be reached with our probe according to (16) have been tested. The tendency is a reduced mean quadratic error with a decrease of the lateral wavelength $\lambda_{x}$ and a decrease of the width of the $\operatorname{PSF} \sigma_{x}$, as would be expected intuitively. Finally, the parameters are chosen as follows: $\lambda_{x}=2.6 \mathrm{~mm}$ and $\sigma_{x}=2.8 \mathrm{~mm}$. It is interesting to notice that the result could be improved somewhat more if the probe were larger.

## C. System Architecture

To estimate the axial and lateral components of the displacement field, a 2-D displacement estimation method based on a twice-1-D scheme is used as follows, and as given in Fig. 3. The estimation is done locally using windows from the axial or lateral RF signals. For each local estimation, the displacement is identified with the zero crossing of the phase of the complex correlation which is estimated using the Newton method as described in [12]. An adapted windowing technique is used that takes into account the estimation previously done for neighboring points.

For each direction of estimation, a different set of images is used. The images obtained with the beamformer presented previously [dynamic quadratic focusing and apodization function given in (12)] show oscillations in both directions of space. This is not well suited to the


Fig. 2. Mean squared error as a function of $\lambda_{x}$ and $\sigma_{x}$. The parameters that can not be reached with our probe are represented in semi-transparency on the 3-D plot (a) and on the projection (b), and by a thin line on the 2-D plots, (c) and (d). The dot indicates the optimum, which is for $\lambda_{x}=2.6 \mathrm{~mm}$ and $\sigma_{x}=2.8 \mathrm{~mm}$. The plots correspond to the two black lines on the 3-D plot, and on the projection.


Fig. 3. Sketch for using specific images for each direction of estimation.


Fig. 4. Young's modulus distribution.
twice-1-D scheme. Indeed, in a twice-1-D scheme, the displacement that occurs in the direction perpendicular to the direction of estimation hinders the possibility of correctly estimating the displacement. Thus, the variation of the acoustic signature perpendicular to the estimation direction has to have a slow variation. This is the reason why two sets of images are used, as in [16], where a heterodyning demodulation scheme has been used. This demodulation method introduced in [19] a refinement of the estimation method presented by Jensen and Munk in [20]. It provides images with only lateral oscillations. This demodulation technique is based on the combination of even and odd images obtained in our work by Hilbert transform in the axial or in the lateral direction. This method is also interesting because it enables us to multiply by a factor of two the lateral oscillations frequency. Those images are used for the lateral estimation. For the images for axial estimation, a conventional beamformer is well adapted. This approach is illustrated graphically in Fig. 3.

## IV. Simulation Result

## A. Parameters of the Medium

The displacement vector estimation method has been applied to simulated data to show quantitatively the improvement due to the specific lateral PSF profile given in (11). The medium simulated is two-dimensional inside the image plane. The medium is considered to be 10 mm deep and located at a depth between 20 and 30 mm . The Poisson's ratio of the medium is assumed equal to 0.49 and the Young's modulus distribution is given in (19) and shown in Fig. 4.

The background value of Young's modulus is equal to 50 kPa . Located in the middle is an inclusion having a Gaussian distribution reaching a maximum of 500 kPa . This leads to the following expression of Young's modulus:

$$
\begin{equation*}
E=50+450 e^{-\pi\left(\frac{x}{4}\right)^{2}} e^{-\pi\left(\frac{(y-25)}{4}\right)^{2}} . \tag{19}
\end{equation*}
$$

The maximum elasticity contrast is a factor of 10 . The medium is compressed in the axial dimension. An axial displacement of 0.3 mm is applied to the edge of the phantom situated at $30-\mathrm{mm}$ depth. Following convention, the point that is taken as reference (zero displacement) is located at the middle of the phantom.

The displacement map inside the phantom was calculated using FEMLAB (Ver 3.1., COMSOL AB, Stockholm,


Fig. 5. (c) True displacement; (a) displacement estimated from conventional images by speckle tracking, (b) from dedicated images with speckle tracking, (d) from conventional images with the twice-1-D method, and (e) from dedicated images with twice-1-D method. The arrows scale is indicated for the circled arrow which is $100 \mu \mathrm{~m}$.

Sweden). The reference and strain ultrasound images were calculated using (1), the convolution between the distribution of scatterers and the analytical expression of the PSF. For the conventional images, the expression of the PSF is

$$
\begin{equation*}
h(x, y)=e^{-\pi\left(\frac{x}{\sigma_{x}}\right)^{2}} e^{-\pi\left(\frac{y}{\sigma_{y}}\right)^{2}} \cos \left(2 \pi \frac{y}{\lambda_{y}}\right) \tag{20}
\end{equation*}
$$

with $\lambda_{y}=0.2 \mathrm{~mm}, \sigma_{y}=0.8 \mathrm{~mm}$, and $\sigma_{x}=1.4 \mathrm{~mm}$. For the images with lateral oscillations, the PSF is
$h(x, y)=e^{-\pi\left(\frac{x}{\sigma_{x}}\right)^{2}} e^{-\pi\left(\frac{y}{\sigma_{y}}\right)^{2}} \cos \left(2 \pi \frac{x}{\lambda_{x}}\right) \cos \left(2 \pi \frac{y}{\lambda_{y}}\right)$,
with $\lambda_{y}=0.2 \mathrm{~mm}, \sigma_{y}=0.8 \mathrm{~mm}, \lambda_{x}=2.6 \mathrm{~mm}$, and $\sigma_{x}=2.8 \mathrm{~mm}$. The density of scatterers was 34.5 scatterers $/ \mathrm{mm}^{2}$, which corresponds to 1.38 scatterers $/ \lambda_{y}^{2}$. The displacement vector estimation method of Fig. 3 was used to estimate the axial and lateral displacement maps.

In order to show the improvement in lateral displacement estimation due to the use of our specific images with lateral oscillations, we have also used our method with only conventional images for both directions of estimation. For both cases, the same estimation method has been used (case 1: conventional images for both directions of estimation; case 2: conventional images for axial estimation and lateral oscillating images for lateral estimation). Finally, in order to give a comparison of the result of our method
compared to a well-known method, we have also tested a classical speckle tracking algorithm based on the maximization of the normalized 2-D cross-correlation function. The results are given in the following section.

## B. Results

The true and estimated 2-D displacement vectors are shown in Fig. 5, while the lateral displacement maps are provided in Fig. 6. The histograms of the error for the lateral displacement are given in Fig. 7. With conventional images and speckle tracking, the standard deviation of the error distribution is $150.3 \mu \mathrm{~m}$; with dedicated images and speckle tracking, it is $71.2 \mu \mathrm{~m}$; with conventional images and twice-1-D method, it is $37.1 \mu \mathrm{~m}$; and with dedicated images and twice-1-D method, it is $11.4 \mu \mathrm{~m}$.

## V. Experimental Result

## A. Experimental Setup and Approach

Our laboratory is well experienced in the construction of phantoms dedicated to elastography by use of a material called polyvinyl alcohol (PVA) Cryogel [21]. The stiffness of this material can be controlled by subjecting it to different numbers of freeze/thaw cycles. For our study, a parallelepiped-shaped phantom with a hard cylindrical in-


Fig. 6. (c) True lateral displacement map; (a) estimated map with conventional images by speckle tracking, (b) with dedicated images and speckle tracking, (d) with conventional images and twice-1-D method, and (e) with dedicated images and twice-1-D method.


Fig. 7. Histograms of the error between true and estimated lateral displacement (a) estimated with conventional images and speckle tracking, (b) with dedicated images and speckle tracking, (c) with conventional images and twice-1-D method, and (d) with dedicated images and twice-1-D method.
clusion in its middle was constructed. The geometry and elastic properties of the phantom are given in Fig. 8.

Acquisition of the ultrasound data was made with the remote accessible multichannel ultrasound system (RASMUS) at the Center for Fast Ultrasound Imaging (CFU, Ørsted DTU, Denmark). This ultrasound scanner is dedicated to research in beamforming and synthetic aperture and is presented in detail in a recent paper by Jensen et al. [22]. The scanner allows nearly complete digital control of the emission as well as storage of all raw data from all transducer elements for subsequent (off-line) beamforming.

The experimental setup is shown in Fig. 9. It consists of the RASMUS scanner and a 3-D translation system, both


Fig. 8. Geometric configuration of the Cryogel phantom.


Fig. 9. Experimental setup.
fully operated from the user PC via MATLAB (The MathWorks, Inc., Natick, MA). The phantom and the tip of the transducer are immersed in a water tank. The user can apply any kind of displacement to the probe by means of the 3-D translation system. Two experiments were carried out.

First, the possibility of estimating a pure lateral displacement was tested. The aim was to evaluate the lateral


Fig. 10. Displacement estimated in the case of a pure lateral translation with (a) conventional and (b) dedicated images.
displacement estimation without having axial displacement that could decrease the quality of the estimation. Here, the ultrasound probe was translated in a direction parallel to the surface of the phantom. No compression was applied. The phantom was standing still on the bottom of the water tank.

In the second experiment, the phantom was compressed with the probe to have axial and lateral displacement. No compression plate was used. The phantom was unfixed on the lateral boundaries. Those acquisitions were used to test the whole displacement vector estimation method.

For those experiments, the raw data received from each element were acquired and the sketch of Fig. 3 was used. A plane wave was produced in emit; conventional beamforming in receive was used for producing the conventional images, and specific beamforming in receive for the dedicated images with lateral oscillations.

In order to have an idea of the displacement map that should be obtained, a finite element simulation was done with the geometry of Fig. 8. The result of this simulation should be interpreted with caution because the exact Young's modulus of the medium (phantom and inclusion) as well as the Poisson's ratio are not known exactly. However, this simulation gives a good idea of the progress reached thanks to our method.

## B. Experiment One: Lateral Displacement Only

The first step was the acquisition of a reference image. Then the probe was translated laterally in steps of $25 \mu \mathrm{~m}$. The estimation of the lateral displacement was then carried out between each of those subsequent images and the reference image. Both the reference image and the subsequent images were divided into lateral 1-D windows of length 6 mm , with a $90 \%$ overlapping between the windows, and the estimation was done for all windows. The result reported in Fig. 10 shows the mean estimate and standard deviation between each pair of images. This was carried out for conventional (a) and dedicated (b) images. The standard deviation is always 7 times smaller with dedicated images than with conventional images. For a dis-
placement to be estimated at $50 \mu \mathrm{~m}, 200 \mu \mathrm{~m}$ and $350 \mu \mathrm{~m}$, the standard deviations are $230 \mu \mathrm{~m}, 252 \mu \mathrm{~m}$, and $298 \mu \mathrm{~m}$, respectively, for conventional images, and $12 \mu \mathrm{~m}, 23 \mu \mathrm{~m}$, and $37 \mu \mathrm{~m}$, respectively, for the dedicated images. The ratio between the standard deviation and the displacement to be estimated gets smaller for large displacements, which indicates a smaller relative error for large displacements.

## C. Experiment Two: Axial and Lateral Displacement

One image was acquired before compression and one after applying an axial displacement of $150 \mu \mathrm{~m}$. Before applying this small displacement, a pre-compression of $10 \%$ of the height of the phantom was applied to ensure a good contact between the probe and the phantom.

The displacement vectors estimated for conventional and for dedicated images are represented in Fig. 11. In this section, the axial and lateral displacement maps are estimated the same way as for the simulated images, using the block diagram given in Fig. 3. The lateral displacement maps are also presented in Fig. 12.

## VI. Discussion

A Newton method has been used for estimating the zero crossing of the phase of the complex correlation between 1-D windows extracted from the lateral direction of the RF ultrasound images. The use of this particular estimator has led us to design a receive beamformer resulting in dedicated images with lateral oscillations. To obtain an estimate of the displacement vector, the same estimation is used for each direction in a twice-1-D scheme. Two sets of images are used, one for each direction of estimation.

The improvement of the precision due to the use of dedicated images for lateral displacement estimation is well illustrated in simulation. First, the arrow representation of Fig. 5 gives a qualitative impression of this improvement. When conventional images are used, the estimation vectors appear different from those of the true displacement arrows, whereas with dedicated images, the errors can hardly be seen. This can also be seen in Fig. 6 where only the lateral component of the displacement is represented. Here the map estimated from dedicated images is more regular and closer to the true one. This shows that with dedicated images having lateral oscillations, there are fewer errors than with conventional images, even if some errors can still be found with the dedicated images. This can also be seen in Fig. 7 which shows the histograms of the lateral displacement error. With conventional images, the standard deviation of the error distribution is $37.1 \mu \mathrm{~m}$ and for lateral oscillations it is $11.4 \mu \mathrm{~m}$. This represents an improvement of more than a factor of 3 .

We have also tested a conventional speckle tracking algorithm with both kinds of images, the conventional ones and the ones with lateral oscillations. This method does not give as good results as the method based on the phase zero crossing, as can be seen in Figs. 5 and 6, where dif-


Fig. 11. Displacement vector superimposed on the associated B-mode image of the phantom, (a) from finite element simulation, and estimated (b) with conventional and (c) with dedicated images. Dotted regions highlight differences. The displacement arrows scale is given by the axial and lateral arrows of $50 \mu \mathrm{~m}$ in the left bottom corner of (a), (b), and (c).


Fig. 12. (a) Lateral displacement map obtained by finite element simulation, and estimated (b) with conventional and (c) with dedicated images obtained with experimental data.
ferences appear more clearly for the speckle tracking technique than for our technique. An interesting result concerns the fact that lateral oscillations also improve the lateral estimation result in the case of speckle tracking. This is probably due to the fact that higher frequencies are present in the lateral direction of the images, leading naturally to an easier bloc matching. The histograms of Fig. 7 show that, for lateral oscillations, our method based on the phase leads to a standard deviation of the
error which is around 7 times smaller than with speckle tracking.

The experimental feasibility of the method has been investigated in two steps. First, the lateral displacement is estimated when only a lateral translation is present between the acquisitions. Again, a comparison between the estimation obtained with conventional images and the one obtained with dedicated images is given in Fig. 10. The improvement due to the lateral oscillations leads to a smaller
error between the estimate and the true value. The estimated curve fits better than the true one. Moreover, the standard deviation is always 7 times smaller with dedicated images than with conventional images.

The method was finally tested with a real phantom built with PVA Cryogel. The medium contains a hard inclusion in its middle. The lateral displacement map obtained with conventional images and the one obtained with dedicated images are given in Figs. 11 and 12. A finite element simulation was done in order to reproduce the experimental conditions. As the exact elastic properties of the Cryogel phantom are not known, the true displacement map is not known. However, it gives a good idea of the coherence of the results. Particularly, some ill-estimated points are present in the result obtained with conventional images, inside the dotted regions. Specifically, if the compression is applied in the middle of the phantom, the lateral displacement should be in the direction of the edges, and not toward the middle of the phantom, which is the case here in Fig. 11(b). This leads us to the conclusion that there is a real improvement due to the use of dedicated images which give a smoother displacement map.

It is important to keep in mind that there is a limit to how much the beamforming parameters can be optimized. This limit is fixed by the size of the ultrasound probe. The two key parameters of the PSF are the lateral oscillations wavelength, which is related to the complex correlation phase slope and the estimation's precision, and the width of its Gaussian envelopes, which is related to the spatial resolution of the images. The optimal values according to our probe are deduced from Fig. 2. This figure shows that the results could be increased even more, if smaller parameters could be used.

The estimation could probably be as good for both directions of space if the same oscillations frequency could be reached in the lateral and in the axial direction. First, it is important to notice that this can be reached only after heterodyning demodulation, which decreases by a factor of two the lateral wavelength. The problem is that with the beamforming method chosen, it is possible to change only the receive beamforming. With the same element's size, this would lead to a probe of 600 elements. An improvement can probably be reached by using a synthetic aperture and changing the emit PSF profile.

## VII. Conclusions

In this paper we have presented the design of a PSF dedicated to lateral displacement estimation for ultrasound tissue elasticity imaging.

As the estimation method chosen uses the phase of the complex correlation between signals from the lateral direction of the ultrasound RF images, the phase of this complex correlation function is forced to be linear. The consequences for the shape of the lateral signals and for the PSF have been derived analytically. The lateral profile of the PSF shows oscillations as in the axial direction of a conventional PSF.

A comparison with conventional PSF has been evaluated quantitatively in simulations and experimentally. Thanks to the dedicated PSF, an increase in the accuracy of the estimation has been highlighted with an important diminution of the standard deviation of the error (between a factor of 3 and a factor of 7 , depending on the situation).

The precision of the method can probably still be increased. However, it would necessitate a larger ultrasound probe or another beamforming approach, e.g., a synthetic aperture.
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